
Advances in Engineering and Applied Science Research, ISSN 2617-1023 

2021 International Conference on Intelligent Manufacturing Technology and Information Technology  

Vol. 11, 2021, pp. 27-32 

   

Copyright © (2021) Clausius Scientific Press 27 DOI: 10.23977/IMTIT2021007 

Systematic Review of Artificial Intelligence in Language 
Learning 

Yunfei Du1,a 
1School of Foreign Language, Chongqing University of Technology, Chongqing, China 
a feeba@qq.com 

ABSTRACT. Artificial Intelligence is widely developed and adopted in language learning over the last decade. In 
order to track and evacuate the hot spots for AI in language learning, CiteSpace, a bibliometric software, was launched 
to accomplish the co-citation analysis based on the datebase retrieved from Web of Science. The results firstly indicate 
that neural network is a dominant method in language learning, training machine to learn, read, write, listen, speak, and 
assess, while other technologies including user modeling, intelligent language tutoring, automated scoring, and data 
mining made AI applicable in this chosen field. Secondly, the influences that AI exerted mainly concentrate on such 
prominent scenarios as the transformation of personalized and adapted mobile learning and data-driven learning, the 
construction of authentic and motivated virtual worlds, and the reinforcement of intelligence aided reading and writing. 
Finally, the main target language that AI applied with is English, especially learning English as second language. 
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1. Introduction 

With the explosion of data resources, the improvement of computing capacities and the generational shift of data 
transmission, Artificial Intelligence (AI) has unleashed in the third boom since John McCarthy firstly proposed the idea 
of “intelligence” in 1950s. Along with the comprehensive and explosive development, AI creates numerous possibilities 
and approaches changed and changing the world. The most tangible feature of this change is that such AI-based 
technologies as machine vision, data mining, text analysis, and speech recognition are applied in the realistic application 
scenarios, and serve for various contexts. In light of that, the evolution involving machine learning, neural network and 
deep learning is taking place in the context of language learning, as the same as what it exerts influence on other fields. 

To understand the adaptability and accessibility of AI in language pedagogy and learning, and excavate the hot spots 
for AI in language learning, it is vitally important to synthesize previous studies and study the emerging and 
interdisciplinary subject from the comprehensive and bibliometric perspectives. At present, the studies pertaining to this 
issue are confined with three factors: unlike the technological and theoretical success achieved in the field of artificial 
intelligence in education (AIEd), relatively few attention has been paid to AI in language learning; several synthetic 
studies emphasize on specific aspects such as intelligent tutoring system (ITS) and automated essay scoring (AES) for 
language learning; no attempt has been implemented to use the bibliometric method to measure the increasingly 
growing literature [1-3]. Therefore, the study initiates a bibliometric analysis to synthesize relevant and important studies 
of AI in language learning, for the sake of visualizing the hot topics in this chosen field. 

2. Methodology 

2.1 Data Collection 

When collecting data for bibliometric analysis in CiteSpace, the bibliographic records retrieved from Web of 
Science Core Collection were selected as the primary data source. After consulting interdisciplinary experts in AI and 
language learning, 7 terms which are highly concerned and closely associated with AI including “artificial intelligence”, 
“natural language processing”, “machine learning”, “deep learning”, “speech recognition”, “intelligent tutoring system”, 
and “data mining”, are used as representatives together with “language learning” and “language teaching” for retrieval 
in titles, abstracts, or indexing terms. 

After data collection, clean-up and pre-processing, the database of this research has acquired and gathered 1014 
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publications including 491 articles, 498 proceeding papers, 7 book chapters, 11 reviews, 5 editorial materials and 2 
meeting abstracts, published between the period from 2010 to 2019. The main reason of confining the publications 
within the period from 2010 to 2019 is that the research and application of AI have transformed from burst to boom 
alongside with the outbreak of deep learning since 2010 [4]. 

2.2 Visualization and Analysis 

CiteSpace is a typical bibliometric software for progressive knowledge domain visualization initiated by Chaomei 
Chen [5]. The visualization graphs sketches a number of hot topics in a certain field, constructing with different types of 
nodes and links. The nodes refer to countries, authors, keywords, subject categories, and cited references while the links 
signify the relationships among these nodes. 

After a descriptive analysis of annual outcomes, a latest version of CiteSpace (5.6.R2) is applied in this study to 
conduct co-citation analysis. It is defined that the co-citation relation occurs between two authors when the literature of 
the two authors is simultaneously cited by a later literature of the third author. Based on co-citation relations, nodes in 
the network are aggregated into different clusters in terms of the expectation maximization algorithm. These major 
clusters would be regarded as the embodiment of highly concerned topics in this field. Two indexes, modularity Q and 
silhouette, are used to measure the significance and validity of clustering. The modularity Q value over 0.3 indicates 
that the clusters in the network are significant while the silhouette value above 0.7 refers to high efficiency and validity 
of clusters. If the silhouette value were less than 0.5, it means the cluster is undesirable and would not be generated in 
the network. 

3. Results and Discussion 

3.1 Annual Outcomes 

Figure 1 presents the progression of annually published articles, proceeding papers, reviews, and book chapters in 
the field of AI in language learning during the period from 2010 to 2019. The annual number of publications prior to 
2012 was below 90 and since then gradually increased to 150 in 2016. After reached to the peak, the research outputs in 
this given field have been in decline for two years but remained over the number of 100. Although a sharp decrease is 
observed in 2019, the number of 58 may not be the overall outputs of this year due to many articles would be accessed 
in 2020. It proves that this subject is still emerging and insufficiently studied over the last decade. 

 

Fig.1 Number of Publications in the Field of Ai in Language Learning (2010–2019) 

3.2 Co-Citation Analysis 

Co-citation analysis is used to construct the clusters which comprises hot topics for AI in language learning. After 
the generation of co-citation network, CiteSpace aggregated 560 nodes in the matrix into a group of clusters which 
comprise corresponding research outcomes (Figure 2). The 15 clusters are filled with different colors in terms of time 
established and labeled by noun phrases from keywords, using a log-likelihood ratio (LLR) weighting algorithm. LLR 
is an algorithm to compare the fit of two models, has proven effective for discriminating and extracting pairs of features 
that have interesting degrees of co-occurrence. It is evidently indicated that the network is significant and valid due to 
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the modularity Q of 0.8851 and the mean silhouette is over 0.5. Since there are 3 clusters with lower silhouette scores 
ranged from 0.5 to 0.7 including #10 research methodology, #12 psycholinguistics, and #13 synchrony evaluations, they 
are not so desirable that would not be taken into consideration in the further discussion. 

 

Fig.2 A Visualization of Co-Citation Clusters Labeled by Noun Phrases from Keywords 

3.2.1 Dominant Ai Technologies Applied in Language Learning 

The first part of the co-citation network concerns about dominant AI technologies applied in language learning. The 
largest cluster, #0 deep neural network, has 56 members which is relatively bigger than the rest, representing the wide 
application of neural network in language learning since 2010. Unlike the biology of human being’s brain, this kind of 
artificial neural networks contain discrete layers, connections, and directions of data propagation[6]. A variety of types of 
neural network such as deep neural network (DNN), conventional neural network (CNN), and recurrent neural networks 
(RNNs) have been involved and become the common and fundamental methods to implement speech evaluation and 
writing assessment. It is typically exemplified that various perspectives of speech evaluation such as pronunciation, 
fluency, accent and syntactic complexity for language learners received a great number of concerns [7-8]. Other similar 
but more applicable models have been constructed to address more specific problems. For example, Karbasi et al. 
proposed a multi-modal-specifically audio-visual-speech recognition for detecting mispronunciations in acoustically 
noisy or otherwise challenging environments [9]. In addition, neural network also contributes to the evaluation of 
students’ learning performance. A perceptron neural network program running with PyPhox mobile application and the 
Deductor Platform was developed by Prom et al., in which students’ task can be fairly assessed [10]. 

Apart from neural network, cluster #6 and #16, the two clusters concentrate on other AI technologies applicable in 
language learning. Maria Virvou’s lab has consistently worked on user modeling in the context of cooperative language 
learning and online learning since 2012. For example, a multiple language tutoring system called “Comulang” 
integrated with user modeling was tested and used in the creation of student groups and clusters based on the 
accumulation of user data and characteristics [11]. In the context of online learning, Virvou et al. embed a student 
modeling component with users’ Facebook profile to provide advice in accordance to users’ knowledge level [12]. 
Besides, other AI technologies including intelligent language tutoring, automated scoring, and data mining are derived 
from cluster #16 learning technology. It is exemplified that language tutoring systems have potential to achieve 
multidimensional functions more than just deal with simple grammar, vocabulary or sentence pattern in language 
learning. For instance, an ITS can be interacted with affective computing, which could recognize students’ emotion in 
Japanese learning, explore a variety of learning styles and sequentially assist the improvement of learning efficiency [13]. 
Whitehill and Movellan implemented another approach to produce teaching policies by using ITS in concept learning 
tasks [14]. This approach, as a reinforcement hierarchical control technique, is capable to track learning path in depth, 
presenting a more satisfactory performance than two other manually designed teaching policies. In terms of data mining, 
it can be used to dynamically evaluate students’ learning performance and automatically assist students working in 
collaboration in a multi-mode interactive foreign language learning community [15]. 

3.2.2 Prominent Scenarios 

The second part of the co-citation network illustrates some prominent application scenarios of AI in language 
learning, which is composed of a large number of clusters, such as #1 mobile learning, #2 gloss language effects, #5 
voice chat, #7 virtual worlds, #8 efl writing revision, #11 learning approach, #15 data-driven learning. It embodies 
many new features and changes that AI brought to language pedagogy and learning. The first change is that mobile 
learning and data-driven learning have been transformed more personalized and adapted that are capable to increase 
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classification accuracy of learning strategies, cluster multiple user characteristics, provide learning spaces, recommend 
learning materials, and offer instructors the possibility of creating and editing the learning materials to meet learners’ 
needs and learning preferences [16-18]. The second feature is that the AI-enabled virtual worlds has allowed language 
learning more authentic, motivated, interactive, engaging, and synchronously or asynchronously communicated [19]. The 
third change mainly lies in two such specific aspects as reading and writing, which are derived from cluster #2 gloss 
language effects and # 8 efl writing revision, respectively. In terms of reading enhancement, Chang and Hsu embed two 
modes with the functions of instant translation and instant translation annotation in a CALL system for the intensive 
reading course [20]. Gao built a data acquisition and feature pre-processing model in the integration of virtual learning 
environment and vocabulary retrieval, which embodied the language authenticity and enhanced the performance of 
vocabulary classification [21]. 

In accordance with the third change, from another perspective of EFL writing revision, the major adoption is to train 
the machine to assess language errors. In order to automatically extract and predict word order errors in learners’ 
writing, Brendan Flanagan and his teammates identified error characteristics of different native languages with support 
vector machine (SVM), created an error corpus by training SVM classifiers, and applied the classifiers to automatically 
extract writing errors in a sequential manner from 2014 to 2018 [22-24]. In purpose of learning the relation between a text 
and its given grade, a RNNs method developed by Taghipour and Ng is introduced in the laboratory [25]. In another 
automated text scoring (ATS) system designed by Alikaniotis, Yannakoudakis, and Rei, a RNNs network manages essay 
representations and a DNN model accompanied is used to acquire both local contextual and usage information from 
compressed automated text assessment [26]. The two studies, coincidentally, employ a single-layer LSTM over the word 
sequence in modeling. In addition to and in accordance with the prior EFL writing researches, some Automated Essay 
Scoring (AES) systems have been already commercially available, including Intelligent Essay Assessor (IEA), e-rater, 
Criterion, IntelliMetric, MY Access!, Bayesian Essay Test Scoring System (BETSY), iWrite, and Pigai.com, which 
could automatically analyze the quality of the composition and give corresponding marks to the writing [27]. 

3.2.3 Target Languages 

The third part of the co-citation network gathers the target languages that AI applied with. Cluster #3 with 37 
members and cluster #4 with 33 members are labeled as english education and second language acquisition. It 
represents that the primary research coverage in this chosen field is to apply AI to facilitate, assist, and integrate with 
second language acquisition, especially learning English as second language while less attention has been paid to native 
language, sign language and minority language learning. For instance, a multi-language deep neural network (DNN) 
system adapted with transfer learning has been adopted to enhance non-native young students’ speech, shared phonetic 
lexicon by Italian, English and German [28]. Also, a relatively small coverage lies in learning other languages including 
Dutch, Japanese, Arabic, and Spanish as second languages. 

4. Conclusion 

The bibliometric study based on CiteSpace has outlined a distinct and interdisciplinary sketch for AI in language 
learning over the last decade. In accordance with the descriptive analysis and co-citation analysis, it is indicated that AI 
in language learning, as an emerging and subcategory of computer-assisted language learning, comprises three 
significant groups of hot topics such as the dominant AI technologies applied in language learning, prominent scenarios 
and target languages. Firstly, neural network becomes a commonly promising method in this chosen field, training 
machine to learn, read, write, listen, speak, and assess, while other technologies including user modeling, intelligent 
language tutoring, automated scoring, and data mining made AI applicable in language learning. Secondly, with regard 
to prominent scenarios, the influences that AI exerted mainly concentrate on the transformation of personalized and 
adapted mobile learning and data-driven learning, the construction of authentic and motivated virtual worlds, and the 
reinforcement of intelligence aided reading and writing. In the third place, English is the main target language that AI 
applied with, especially learning English as second language, rather than that with native or sign language learning. 

After tracking the hot spots of AI in language learning, the study is promising to encourage more researchers, 
teachers, schools and enterprises rationally and sequentially study, use, adapt and stimulate AI in this chosen field, so as 
to promote the breadth and scope of language learning. In spite of that, there is room to improve. The present research, 
which has been accomplished with influential bibliographic records, is restricted by virtue of the choice of publications. 
Along with the growing research outputs year after year, it will further require the extension to other data sources that 
include less influential but more emerging publications. 
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