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Abstract: Traditional risk models do not have a unified standard and there are loopholes in 

the connection. Based on machine learning and big data technology, this paper analyzes the 

model of applying machine learning to risk assessment and the resulting improvement in 

the accuracy of risk assessment. How to analyze the IoT-enabled financial management of 

credit in depth and accurately, develop an effective credit risk assessment model, make up 

for the weaknesses of the existing credit research industry is important. The evaluation 

report given by many machine learning algorithms has a high probability, and this high 

probability evaluation result is correct for making a risk assessment decision. The 

elimination of outliers and the selection of feature variables, the prediction accuracy rate 

reached 85%. At the level of left and right, the credit risk of online lending is very 

complicated in reality, and this accuracy has good application prospects. 

1. Introduction 

At present, the financial management of credit IoT lacks the corresponding risk monitoring, and 

the traditional risk assessment methods are difficult to use the complex and changeable credit 

environment. From the perspective of domestic growth, although banks currently have more 

detailed depositor data, they still cannot effectively distinguish between high-risk and low-risk 

groups. Therefore, they are unable to provide credit services for this group, which seriously affects 

the development of consumer credit. 

The concept of risk assessment of IoT-enabled financial management of credit was first proposed 

by some German researchers shortly after World War II, which also indicates that risk assessment is 

in its infancy. Some scholars in the United States expanded on it in the 1930s and began to explore 

in this field. In the following two decades, there have been more and more problems in risk 

management, and people have almost all have designs, so attention and research in this area are 

becoming more and more. Silva EC believes that the main purpose of this management is to 

improve the success rate of the project in the process of progress and reduce the possibility of 

accidents [1]. Erbis S believes that the overall risk assessment of the project, the identification and 
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research of the risks that may be encountered, and the analysis of the countermeasures in advance 

[2]. Lu et al. introduced a new method in the field of risk assessment, namely Bayesian networks. 

Although this method was not originally designed to study risk and the research topics are different, 

it has similarities and equal effects, and it is modeled by its probabilistic reasoning [3]. 

There are also many scholars using different methods to conducted a lot of research on risk 

assessment of IoT-enabled financial management of credit based on machine learning and big data 

methods. Zhang Y created a multi-level risk coefficient prediction model, first of which is the type 

of danger, followed by the frequency of occurrence of various types of danger, and finally the 

components of each type of danger[4]. Hirsch C uses related systems and the types of external 

influences of the project to study whether the external influence factors of the project are applicable 

to the established system model, which invisibly expands the scope of use of the model and 

simplifies the evaluation and evaluation of the degree of influence of external factors on the project 

[5]. Samuel O W linked the risk of the project with factual evidence. This led to the establishment 

of another risk prediction system [6]. 

According to the current research status of financial management risk assessment methods of 

credit IoT at home and abroad, credit risk assessment methods mainly include statistical methods, 

operational research methods, non parametric analysis methods and artificial intelligence. 

Combined with domestic and foreign research results, it is found that the algorithm of each method 

is based on different research data. The longer the term, the higher the loan interest rate and the 

higher the rate of return, but the premise of higher returns is that the borrower can repay the 

principal and interest on time. As the maturity becomes longer, especially when the loan maturity is 

not in the same economic cycle, the borrower's repayment ability will change with the economic 

cycle, causing the default rate to increase. 

2. Application of machine learning and big data in financial management risk assessment of 

credit Internet of Things 

2.1 Machine learning and big data 

Machine learning is a process of continuously absorbing, integrating and improving new 

technologies from existing knowledge. There are many factors that affect machine learning, such as 

sample quality. There are many typical problems in machine learning, such as regression, anomaly 

detection, grouping, sorting, and dimensionality reduction. Each problem is extended to an 

algorithm [7-8]. The process of machine learning is to first select data, create model data, verify the 

data, retry the data, reuse the data, and finally adjust the data. There are many scenarios in the 

practical application of machine learning, and improved risk reduction analysis is the most typical 

example[9-10]. As shown in Figure 1. 

 

Figure 1: Comparison of machine learning (left) and human thinking (right) 

In recent years, with the rapid development of the Internet society, a large amount of information 

has been digitized, and big data has emerged as the times require. All modern people are surrounded 
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by this huge amount of data. It is a large-scale, high growth and diversified information asset based 

on the new processing method and with stronger decision-making power, insight and program 

optimization power. Big data covers all aspects of us, not only production and living data, but also 

human beings and their environment can be quantified by data. 

2.2 Internet of Things 

Internet of Things system is divided into: perception layer, network layer and application layer 

[11-12]. As shown in Figure2. 

 

Figure 2: Internet of Things system composition diagram 

(1) Virtual mode based on the Internet of Things 

And the bottom-up construction the method is very simple [13-14]. As shown in Figure 3. 

 

Figure 3: Virtual model diagram based on the Internet of Things 

(2) IoT-based design process 

Move the mobile smart device close to the NFC tag to the terminal node to receive terminal node 

and device information [15-16].The design process of the Internet of Things is shown in Figure 4 
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Figure 4: Design flow chart based on the Internet of Things 

2.3 Logistic Regression Model 

In the modern society where cash is king, cash flow is the lifeblood of enterprises. Risk has a 

certain embryonic period before it forms harm. This paper uses the Logistic regression model to 

predict financial health, the Logistic regression model can be expressed as: 
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2.4 Application of big data and machine learning in credit financial risk management 

Traditional software tools cannot collect data of this size within a certain time frame. For 

acquisition, management and analysis, new processing concepts and technical tools are needed. 

There is also a large amount of data about policyholders in the credit IoT financial market. Various 

data about policyholders can be collected through the Internet, including identity information, 

interpersonal relationships, consumer behavior, credit evaluation, etc., and then based on big data 

technology, the credit of creditor carry out an assessment to predict the corresponding insurance risk 

[17]. 

The target variable is whether the credit IoT-Enanled financial enterprises underwrites or not, 

and various information of the applicant as an explanatory variable, including age, height, education, 

consumption behavior, and business records. Random forest is a kind of ensemble algorithm.  

As China has gradually developed into an important market concerned by credit IoT-Enanled 

financial enterprises, the market competition of Chinese Internet enterprises is becoming 

increasingly fierce.  

Accounts receivable risk (credit risk): in the increasingly fierce market competition, credit sales 

have become an important means for enterprises to expand sales, resulting in accounts receivable.  

Inventory management risk (capital occupation risk): inventory risk refers to the possibility that 

the inventory value will decrease due to price changes, product obsolescence, natural loss and other 

reasons when an enterprise owns inventory.  

2.5 Risk Assessment 

(1) Information intermediary model 

Budget management is an important part. The budget of an enterprise is actually the financial 

plan of an enterprise, which can reflect the expected indicators and resource allocation of the 

enterprise engaged in business activities in a specific period of time. An enterprise shall coordinate 

its strategy, business plan and budget well, select appropriate budget management methods 

according to the characteristics, business strategy and management level of its industry, correctly 

identify, evaluate and manage the possible risks in each link of budget management, and make good 

use of the concepts, ideas and methods of modern scientific budget management in budget 

management.  

(2) Guarantee model 

The platform will further cooperate with third-party guarantee agencies or other companies to 

provide guarantees for the safety of investors’ funds. As shown in Figure 5. 

 

Figure 5: Guarantee mode flow chart 

(3) Asset-like securitization model 
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Different from the above two models, the asset-like securitization model specifically includes 

third-party professional investors, and third-party professional investors divide the loan amount and 

maturity into different combinations in order to better attract investors. As a result, assets with more 

flexible maturities or more flexible amounts have been formed. There are mainly the following two 

steps: The third-party professional investor first lends funds to individuals or companies that need 

financing as the first investor, thereby forming debt assets. Then the third party splits and combines 

the amount and maturity of the debt assets with larger amount or longer maturity to form a 

combined asset, and sell the combined asset to investors.  

3. Risk Assessment of IoT-enabled Financial Management of Credit 

3.1 Test Subject 

Our country's online lending data has not yet been made public. Some documents have obtained 

some loan data with the help of web crawler technology, but the information that can be used is 

extremely limited. Many foreign platforms provide researchers with data download interfaces, with 

rich data content, which can better characterize the credit status of borrowers. We selected 16,000 

samples and divided them into four groups. Three of them used different machine learning methods 

to assess their risks. The samples of the control group used traditional risk assessment models to 

assess their risks, and then obtained experimental results for analysis and analysis. Provide risk 

control for the online lending business of this business, and predict the possibility of default through 

the information generated by users accessing the mobile network before lending. In the process of 

modeling, a series of characteristics related to user credit generated from the user's mobile data are 

formed, so as to be used for modeling similar products. 

3.2 Experimental Method 

Based on factors such as data integrity and sufficiency, 16,000 loan records on the X platform 

were collected. The risk assessment level is divided into written off, grace period (15 days), overdue 

(16-30 days), overdue (31-90 days) and normal. We choose four evaluation indicators: basic 

information, repayment ability, bad credit history and external credit status. It is generally believed 

that the earlier the overdue occurs, the smaller the impact than the later. 

3.3 Gather Data 

This article uses Cora data set and IMB data set. Cora data set is used as a common entity 

analysis and evaluation data set. For example, the entity analysis process based on Markov logic 

network adopts Cora. This article uses Cora data set to compare the experimental results with the 

entity analysis based on Markov logic network. 

4. Risk Assessment Test of Credit IoT-Enabled Financial Management Based on Machine 

Learning and Big Data 

4.1 Evaluation Index System Based on Index Reliability Testing 

Reliability refers to the stability and reliability of the questionnaire results are shown in Table 1. 

It can be seen from Table 1 that the effects of the four indicators set in this experiment on the risk 

assessment are all acceptable (α>0.7). There is no absolute pros and cons between the models. 
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Table 1: Summary Table of Reliability Test Results 

Group Index combination 
alpha 

coefficient(α) 

Binomial Logistic Regression 

Basic Information 

0.8447 
ability to pay debts 

Bad credit history 

External credit status 

Naive Yebes 

Basic Information 

0.7644 
ability to pay debts 

Bad credit history 

External credit status 

IBk 

Basic Information 

0.7224 
ability to pay debts 

Bad credit history 

External credit status 

Traditional risk assessment 

model 

Basic Information 

0.7382 
ability to pay debts 

Bad credit history 

External credit status 

4.2 Four Indicators by Different Risk Assessment Systems 

Here we test and analyze the results of sample processing on different algorithmic model 

assessment risk systems. The result is shown in Figure 6. 

 

Figure 6: Analysis diagram of sample processing results of different risk assessment systems 

It can be seen from Figure 6 that the loan period is mainly 36 periods. It is generally believed 

that the longer the period. However, the premise of higher returns is that the borrower can repay the 

principal and interest on time. As the maturity becomes longer, especially when the loan maturity is 
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not in the same economic cycle, the borrower's repayment ability will change with the economic 

cycle, causing the default rate to increase. 

4.3 Results of Sample Processing by Different Risk Assessment Systems 

(1) Risk assessment system based on binomial logistic regression algorithm 

The result is shown in Figure 7. At the same time, and the mean, standard deviation, standard 

error of the mean and other data are obtained, as shown in Table 2. 

Table 2: Logistic regression algorithm risk assessment system on the result analysis table 

 Mean Standard deviation 
Standard error of the 

mean 

Basic Information -1.34 8.347 1.682 

ability to pay debts -2.73 7.324 1.685 

Bad credit history 0.32 7.685 1.679 

External credit 

status 
0.44 6.924 1.680 

 

Figure 7: Analysis of the results of the risk assessment system based on the binomial logistic 

regression algorithm 

It can be seen from Table 2 that at the same time each sample is tested in pairs, the standard error 

level of the mean is 0.262, indicating that for a borrower, there are currently a certain number of 

credit card accounts that need to be repaid. His level of default risk is high. It can be seen from 

Figure 7 that the number of credit accounts opened in a short period of time reflects the current 

capital circulation of borrowers, especially those with a short credit history. The length of the 

account duration reflects the historical credit management time of the borrower. Multiple borrowing 

applications will reveal that the borrower's recent funds are relatively tight and the possibility of late 

repayment is greater. 

(2) Risk assessment system based on Yebes algorithm 

Each sample is tested on the selected samples, and the mean, standard deviation, standard error 

of the mean and other data are obtained, as shown in Table 3. 
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Table 3: Analysis table of the result analysis of the risk assessment system of Yebes algorithm 

 Mean Standard deviation 
Standard error of the 

mean 

Basic Information 2.47 9.642 1.426 

ability to pay debts 1.36 8.473 1.424 

Bad credit history -0.32 6.756 1.429 

External credit 

status 
-0.92 8.279 1.431 

It can be seen from Table 3 that at the same time each sample is tested in pairs, the standard error 

level of the mean is 0.004, indicating that in the credit business, the binary data is often unbalanced, 

because defaults are always less, but once it happens, it will cause serious negative effects. As can 

be seen from Figure 7, the credit rating of the risk assessment is very strong. 

(3) Risk assessment system based on IBk algorithm 

Data such as the mean, standard deviation, and standard error of the mean are obtained, as shown 

in Table 4. 

Table 4: IBk algorithm risk assessment system analysis table of results 

 Mean Standard deviation 
Standard error of the 

mean 

Basic Information 1.49 11.624 1.965 

ability to pay debts 1.42 11.523 1.923 

Bad credit history -1.33 9.643 1.275 

External credit 

status 
-1.28 9.523 1.243 

It can be seen from Table 4 that at the same time each sample is tested in pairs, the prediction 

accuracy rate has reached at a level of around 85%, the credit risk of online lending is very 

complicated in reality, and this accuracy has good application prospects. 

5. Conclusions 

The credit risk assessment model is an important support tool for modern banks to provide credit 

loans. It can greatly reduce the bank's non-performing loan interest rate, increase bank profits and 

hedge risks. At the same time, it can promote the development of services after paying consumer 

credit in the telecommunications, retail and tourism industries, which is of great significance for 

maintaining the stability of the IoT financial market and avoiding financial crises and financial risks. 

The credit risk assessment model mentioned in this article can be applied to the credit risk 

assessment of financial institutions, and its effectiveness has been proven in some banking 

applications. In short, with the development of economy and society, the expansion of financial 

institutions’ activities, the increasing demand for credit consumption and the increasingly important 

demand for credit risk assessment, the use of machine learning and big data technology to create 

credit model capacity has unique advantages and comparisons. The importance and value of high 

research value use has broad application prospects. 
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