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Abstract: Data mining technology based on artificial intelligence is already a hot topic of 

research nowadays. This article adopts a B/S architecture to develop and design a college 

graduate employment decision analysis system, combined with artificial intelligence data 

mining technology, in order to solve the problem of graduate employment decision-making 

and management in schools. The main work includes: (1) an online management 

information system is designed and implemented for graduates, which enables automatic 

computer processing and orderly management of cumbersome employment tasks; (2) the 

experiment shows that this paper can be applied to the analysis and prediction of the 

employment situation of graduates, and fully realizes the entire process of data 

classification mining, determining the objects and target data collection of data mining. 

Data preprocessing technology, using C4.5 classification algorithm to generate decision 

trees, tested with 249 employment analysis information data from 2022, with an accuracy 

rate of 80%. 

1. Introduction 

People from all walks of life have begun to attach importance to the auxiliary management of 

computer information systems. More and more companies are using data mining technology to 

complete different activities of decision making in their operations, providing determination for the 

business management [1]. In the field of education, data mining methods have been successfully 

implemented in higher education and have become an interesting field of educational data mining 

research. Student performance is an important component of school management’s attention. Data 

mining applications can help academic management systems investigate and identify outstanding 

student and dropout groups in universities, and it can help identify the most important attributes that 

contribute to student performance. Higher education institutions can acquire in-depth and 

comprehensive knowledge to strengthen their curriculum planning, evaluation, evaluation planning, 

and decision-making [2]. 
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In the research of this field, researchers have used various artificial intelligence algorithms and 

data mining technologies to process and analyze employment market data. Chen Jin demonstrated 

for the key implementation of data mining in educational management decision support systems [3]. 

At the same time, many scholars used natural language processing technology to analyze and 

process recruitment information, job descriptions and other text data, improving the efficiency and 

accuracy of data mining [4]. Some scholars have combined multiple algorithms to design intelligent 

employment decision analysis systems that can quickly provide job recommendations and 

employment suggestions based on user needs and backgrounds [5]. 

This article is based on data mining technology and adopts a B/S architecture to develop and 

design a college graduate employment decision analysis system based on artificial intelligence data 

mining technology, to solve the problem of graduate employment information management and 

employment decision-making in schools, and analyze data mining technology and decision tree 

classification algorithms, and apply data mining technology to the employment decision analysis 

system, analyzing the role of data mining in the decision-making system [6-7]. 

2. Data Mining Methods 

Decision tree-based methods and neural network-based methods are two commonly used 

methods in data mining, both of which can be used for tasks such as classification and prediction 

[8]. 

2.1. Decision Tree-based Approach 

A decision tree is a structured diagram composed of nodes, where each node corresponds to a 

specific feature, and each branch denotes a possible value or condition for that feature. The final 

endpoints of the tree are the leaf nodes, which indicate the outcome or decision based on the values 

of the features. By constructing a decision tree, the category or label to which the input data belongs 

can be predicted based on its characteristic values [9-10]. The process of building a decision tree is 

basically 3 processes. The first operation is feature selection, which requires selecting the features 

that best distinguish the data categories as nodes; then, in decision tree generation, it is necessary to 

generate a decision tree by recursively dividing the data set; finally, in decision tree pruning, it is 

necessary to avoid overfitting by pruning operations. The method is highly explanatory and easy to 

understand and operate, and also has high efficiency and accuracy [11]. It is widely used in tasks 

such as classification, prediction and feature selection. 

2.2. Overview of Decision Tree Algorithms 

Three forms of entropy are applied in the decision tree, namely information entropy, conditional 

entropy and mutual information. Entropy is a measure of the uncertainty of information and 

knowledge in massive amounts of data. The uncertainty of information knowledge can determine 

the size of entropy, and the two are positively correlated, while the uncertainty and complexity of 

data information are determined by probability. If there is only one type of information, the highest 

entropy value of purity is 0. If there are two types of information with the same quantity, the degree 

of confusion is highest; the purity is lowest; the entropy value is 1. The following is the calculation 

formula for information entropy in the unary model. c is the number of features; P is the proportion 

of features in the total number, and T is a random variable: 
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The following is the calculation formula of conditional entropy E (T, X). p(c) is the proportion of 

each eigenvalue, and E(c) is the information entropy of the eigenvalue. The lower the value of 

conditional entropy, the smaller the uncertainty of the binary model. 
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The decision tree algorithm essentially calculates data, classifies attributes based on their 

similarity, and constructs a tree like graph. Starting from the top root node, each sub node is 

separated from top to bottom until the data attributes cannot be further split. When performing 

classification recursion, selecting appropriate features is the most important step in constructing 

node decision trees. 

2.3. Neural Network-based Approach 

The approach is a machine learning method used for tasks such as classification, prediction, and 

pattern recognition. A neural network is a connected system consisting of many neurons, which 

process input data and output results by connecting weights and activation function [12-13]. Neural 

network-based methods typically include three stages: forward propagation, error backpropagation, 

and weight update. In forward propagation, the input data passes through a neural network to obtain 

the output result. In error backpropagation, the gradient of weights is calculated based on the error 

between the output result and the actual result. In weight update, the weights of the neural network 

are updated based on gradients. Neural network-based methods have advantages such as strong 

adaptability and the ability to handle nonlinear problems, while also having disadvantages such as 

long training time and requiring a large amount of data. 

3. Data Mining Theory 

3.1. Concepts of Data Mining Technology 

Data mining discovers and extracts hidden patterns, relationships and trends in data by applying 

machine learning, statistics, data and information visualization and other technologies [14]. Data 

mining is a branch or subfield of artificial intelligence that provides necessary data support and 

predictive models for artificial intelligence. In the fields of machine learning and deep learning, data 

mining is an important process for training algorithms, as algorithms require a large amount of data 

to learn and optimize [15]. 

3.2. Functions of Data Mining 

Data mining is a process of automatically discovering hidden patterns and relationships from a 

large amount of data [16-17]. In this process, data mining technology would apply a series of 

algorithms and technologies. These techniques are described below: 

(1) Cluster analysis is the process of dividing objects in a dataset into different groups based on 

their similarity, to master its structure and characteristics. 

(2) Classification analysis is achieved by learning the classification labels of existing data 

samples and predicting the classification labels of new unknown data, thereby achieving data 

classification. 

(3) Time series analysis is the modeling and analysis of time series data, discovering the 

periodicity, trend, seasonality, and other regularities of the data, and making predictions and 

decisions. 
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(4) Text mining includes text classification, text clustering, emotion analysis, entity recognition, 

keyword extraction and other technologies [18]. 

The employment management department of college graduates can introduce data mining to 

analyze the employment trends and actual employment situation of students from a large amount of 

college graduates’ employment data, providing better assistance for future employment problems of 

college students. 

3.3. Data Mining Environment 

A data mining environment is a software tool that provides a range of mining and analysis 

capabilities that can help users discover useful information and knowledge from large amounts of 

data [19-20]. The schematic diagram of the data mining environment is shown in Figure 1: 

 

Figure 1: Data mining environment block diagram 

3.4. Introduction to the Data Mining Process 

The general content of each step in the process is as follows: 

(1) Identifying business objects refers to clarifying the problems and goals that data mining 

needs to solve. 

(2) Data preparation refers to the pretreatment of raw data such as selection, cleaning, conversion, 

etc., to prepare the data set for data mining. 

(3) Data mining is the technique of discovering relationships, trends and patterns from data sets. 

(4) Result analysis is the evaluation, interpretation, and validation of data mining results to 

ensure their accuracy, reliability, and practicality. 

(5) Knowledge assimilation refers to the combination of knowledge and information obtained 

from data mining with business practice, forming a certain knowledge system and application 

model to support business decision-making and optimization. 

3.5. Application of Data Mining Technology in Graduate Management Information System 

Data mining technology can be widely applied in graduate management information systems. 

For example, clustering analysis algorithms can be used to classify graduates in order to distinguish 

different types of graduates and provide different services for them; Classification analysis 

algorithms can be used to predict and analyze the employment positions of graduates, in order to 

help them better choose their career direction. Text mining technology can be used to extract key 

information from graduates’ resumes and cover letter to help human resources departments better 

understand the ability and quality of graduates. In summary, applications combine this technology 
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with systems to provide better service and support for graduates 

4. Design and Implementation of an Employment Decision Analysis System Based on Data 

Mining Technology 

4.1. Design Purpose 

After the successful design of this system, the system stores various information of graduates, 

employers and students' employment, etc, which is very rich in content. Based on this, relevant data 

mining is needed. There are many available mining algorithms among them. This project mainly 

focuses on the characteristics of the data in each module of the system, and uses association rules 

and decision tree classification methods to mine existing data. The main objectives of achieving this 

system are as follows: 

(1) It realizes scientific and efficient management of graduates’ information and their 

employment information. 

(2) The correlation results obtained from data mining analysis can provide decision-making 

support to college leaders, enabling them to tailor more appropriate training models for the holistic 

development of students. 

4.2. System Requirements and Functional Evaluation 

This paper chooses to use Microsoft SQLServer 2000 relational database as the basis to realize 

the graduate information, employment information, employers and other aspects of the centralized 

storage. Then, the system is able to realize the operations of adding and deleting, modifying 

different types of their information processes, Finally, through association rules and data mining, it 

can provide support for students’ employment and other aspects. the system design needs to be 

combined with data business processes to realize system development and management from 

several aspects, so that its prediction results can meet the relevant requirements, as shown in Figure 

2: 

Graduated Students 
From Universities

Ungraduated Students From 
Universities

Forecast Results

An Employment Information Analysis System 
For College Students

 

Figure 2: System data flow chart 

4.3. System Functional Design 

Due to the relatively difficult job analysis and decision-making work of college students, 

Therefore, in the process of system development and design, this article not only needs to adhere to 

the principles of orderliness and clear goals, but also to ensure that each module and its relationship 

are in a high degree of aggregation and low degree of coupling. The functional modules of the 

system are designed for 5 main parts, as shown in Figure 3. 

The specific objectives can be achieved as follows: 
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(1) People collect detailed basic information of graduates and employers. 

(2) Graduates can promptly inquire about all employers’ information, and employers can also 

have a comprehensive understanding of all graduate information. 

(3)People feedback employment information of graduates to college leaders and managers for 

making relevant decisions. 

(4)It realizes the management and use of the system by college administrators and employment 

authorities. 

Decision Analysis System For College Employment

Sysmtem 
Management 

And 
Maintenance

Graduate 
Basic 

Information 
Management

Graduate 
Employment 
Informaton 

Management

Employer s 
Management

Agreement 
Management

 

Figure 3: Schematic diagram of system functional modules 

4.4. Implementation of Database Tables 

This article chooses to use the Microsoft SQLServer 2000 database for database design, and the 

data table design is shown in Table 1: 

Table 1: Employee information management system user information table 

Field name field type field length 

Username Char 18 

password Char 18 

identity Char 18 

permission Char 5 

4.5. Implementation of Main System Function Templates 

Through the design analysis of the system, the main functional modules of the system were 

designed using JAVA programming, as shown in Figure 4. 

1) System Management and Maintenance Module 

The design of this module can achieve operations such as adding, querying, and logging out 

users, as well as user login/exit, password modification, and permission modification through 

system settings, as shown in Figure 5. 
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Figure 4: Design diagram of the main functional modules of the system 
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Figure 5: User login management 

2) University Graduate Information Management Module 

This module is mainly responsible for the management and maintenance of college graduates’ 

information, including the release of graduate profile information, employment information, 

personal information, recruitment information from employers, and related information such as 

students’ job search intentions, in order to comprehensively understand and analyze the situation of 

graduates. 

3) Protocol Management Module 

This module is mainly responsible for the management and maintenance of employment 

agreements, including functions such as entering, reviewing, and storing the agreements. 

4)Statistical Evaluation Module 

This module provides statistics on the employment rate, employment industry distribution and 

employment salary of graduates. 

5) Employment Crisis Warning Module 
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This module implements real-time monitoring of student employment information and 

employment situation in the college student employment analysis and decision-making system. The 

relevant student employment information analysis reports uploaded by the statistical analysis 

module have been processed to build corresponding early warning modules from various 

perspectives such as talent demand, supply, professional demand, and current employment situation, 

so as to provide assistance in judging the employment information of school students. The 

application of this module can also provide corresponding guidance and suggestions for students’ 

employment evaluation, employment prediction, and warning. 

4.6. Student Position Forecast 

The current basic information, curriculum information and other characteristics of the student, 

the characteristics of previous students and employment information and other data are analyzed 

and predicted through random forest decision tree, Bayesian model, GBDT and other algorithms to 

get the post prediction of the student. The prediction of student positions is shown in Figure 6: 

 

Figure 6: Student position forecast 

5. Application of Decision Tree Algorithm in Employment Evaluation Decision System 

5.1. Classification Algorithm 

Classification technology is an important algorithm in data mining technology, which can 

classify and predict data, helping decision-makers better understand the characteristics and trends of 

data, and providing support and basis for decision-making. In the employment analysis and 

decision-making system for college graduates, classification technology can analyze and predict the 

employment situation of graduates by using specific classifiers to provide corresponding guidance 

and support. Classification technology has the advantages of predictability and discreteness. By 

classifying and predicting data, it is possible to predict its trends and patterns, providing early 

warning and preventive measures for decision-making. At the same time, the classification 

technology can also carry out discretization processing to convert continuous data into discrete data 

sets, so as to facilitate the classification and analysis of data.  
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5.2. Data Preprocessing 

Before preprocessing a large amount of data on college graduates, it is necessary to collect their 

information, such as basic information and employment information, before corresponding 

processing can be made. Data preprocessing is divided into two aspects: data integration and data 

conversion. The basic information of college graduates and the employment information data of 

graduates are sourced from different databases. In this case, the database must be integrated first, 

and then its information can be collected. Then, the data is converted and the existing information is 

Discretization. 

5.3. Data Classification Model 

Through the application and analysis of the ID3 algorithm and C4.5 algorithm of the decision 

tree under the same processing mode, it is found that the C4.5 algorithm has more significant 

performance advantages, and the algorithm can fully guarantee the accuracy of attribute analysis. 

Therefore, this paper chooses to use the C4.5 algorithm to set and divide the data in order to build 

an employment information analysis module for college graduates, so that the employment situation 

of college graduates can be mined and analyzed. The classification rules are as follows: 

Example 1: Classification rules for education majors in comprehensive universities 

(1) Type of IF institution=comprehensive university+discipline=education+year-on-year change 

in the number of graduates=growth+average teaching and administrative room per student=meeting 

THEN employment rate=average; 

(2) Type of IF institution=comprehensive university+discipline=education+year-on-year change 

in the number of graduates=growth+average teaching and administrative room per student=critical 

student teacher to metallurgical sector THEN employment rate=poor; 

Example 2: 

(3) IF institution type=teacher training institution+discipline=engineering+year-on-year change 

in the number of graduates=growth+teaching and research equipment per student=meeting 

standards THEN employment rate=average; 

(4) IF institution type=teacher training institution+discipline=engineering+year-on-year change 

in the number of graduates=reduction+student teacher ratio=qualified THEN employment 

rate=poor. 

6. Conclusions  

In summary, this article designs a college graduate employment decision-making analysis system, 

to achieve employment management decisions for college students. In the process of system design 

and development, advanced computer technology and decision tree theory were fully integrated, 

achieving database creation and providing guarantee for the storage of system data. Finally, the 

classification and prediction rules obtained were tested using 249 employment statistical analysis 

data from 2022 as test data. The results show that the accuracy of data classification is 80%. The 

reliability of classification prediction rules is high. This indicates that the data mining technology 

can provide many conveniences for information management and employment decision-making of 

college graduates. 
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