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Abstract: Forecasting financial systemic risk has always been an important element of  

financial research. Despite being a key component of our country's financial market, the bond  

market has received relatively less systematic research attention from scholars in terms of  

singular market risk warnings. This paper draws on established research to construct a  

systemic risk stress index for the bond market. Innovatively, it utilizes the Empirical Mode  

Decomposition (EEMD) method to decompose the pressure index of the Chinese bond  

market from 2010 to 2023 into individual IMF sequences. Then, it employs the LSTM  

algorithm for ensemble forecasting, conducting systematic risk warning research. According  

to the simulation results, China's bond market will show a trend of declining pressure or low  

pressure in the long term, and the systemic risk will fluctuate less under effective regulation. 

Meanwhile, the EEMD-LSTM model has higher risk prediction accuracy compared with 

single LSTM model prediction.  

1. Introduction  

China has entered a new stage of high-quality economic development, and the report of the 20th 

Party Congress of the Communist Party of China calls for holding the bottom line of no systemic risk  

in the financial system, while the prediction of financial systemic risk pressure is an important theme  

of financial research. Bond debt financing is an important financing method for enterprises in China,  

as of 2022, China's bonds have been the world's second-largest bond market, with a huge market size  

and risk spillover effect, easy to make their own risk of volatility across the market contamination [1]  

As a result, the monitoring of systemic risk in bond markets has become increasingly important. Illing  

and Liu (2003)[2] proposed to construct a financial stress index to reflect the overall systemic risk 

level, and the measure has been widely recognised since its introduction. Balakrishnan et al. (2011)[3],  

Tao and Zhu (2016)[4], Li and Liang (2020)[5] and many other scholars use this to construct a multi- 

dimensional index system to measure the risk pressure of various sub-markets, which makes the  

system of financial market systemic risk measurement system more complete. Single bond market  

Wu et al. (2018) [6] used factor analysis to establish China's bond market vulnerability index to test 

the transmission mechanism of multi-market factors for the bond market. Zhao et al. (2022)[1], on 
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the other hand, measured the level of systemic risk in China's bond market based on principal  

component analysis, but at present, the systemic risk measurement index of single bond market is not  

uniform, and less attention is paid to the early warning research of systemic risk in bond market.  

Currently, time series data forecasting research is mainly based on traditional econometric models  

such as ARMA, however, it is more difficult to deal with time series with nonlinear, non-smooth and  

other complex characteristics. Deep learning algorithms do not need to be based on strict data  

requirements and the premise of hypothetical testing and have better prediction results by scholars  

are widely concerned. In deep learning, the recurrent neural network (RNN) [7] is embedded within 

a self-feedback, recurrent network structure to further portray the backward and forward dependence  

of the time series [8]. The Long Short-Term Memory neural network algorithm (LSTM) further 

improves its long-term dependence problem [9] and becomes the main method for predicting time  

series models nowadays. Due to the high noise characteristics of financial time series data, Huang et  

al. (1998)[10] proposed empirical modal decomposition (EMD) to improve the setting problem of the  

past wavelet decomposition methods by decomposing the sequence through certain rules, and Wu, Z. 

and Huang (2009)[11] further proposed that the EEMD algorithm helps to extract the real modal  

components by adding white noise to the original time-series data, and by averaging them many times,  

the noise cancels out each other, which can effectively avoid the phenomenon of modal mixing to  

make the prediction performance further improved. At present, scholars such as Tang et al. (2022)  

[12] initially use EEMD-LSTM to conduct early warning research on systemic risk in the insurance 

industry.  

Combining the above studies, this paper constructs pressure indexes based on systemic risk  

pressure in bond market through entropy weighting method, decomposes the original sequence of  

bond pressure indexes using EEMD algorithm, predicts and models each sub-sequence separately  

using deep learning algorithm of LSTM, and finally integrates early warning research on China's 

bond systemic risk.  

2. Model construction  

2.1 The entropy weight method (EWM)  

As the selection of single bond market dimension risk pressure index has not yet formed a unified  

conclusion at this stage, this paper refers to Li et al.'s study(2022) [13], which selects bond index  

volatility, credit spreads and term spreads to construct a comprehensive risk pressure index (BSI).  

The volatility of the bond index is measured by the new composite net price (total value) index of 

China Bond. Credit spreads are constructed by taking the difference between the spot yield of 10- 

year AAA-rated Chinese corporate bonds and the spot yield of treasury bonds. The term spread is the  

difference between the spot yield of 10-year treasury bonds and the spot yield of 1-year treasury  

bonds to construct a negative indicator. In this paper, EWH is used to measure the composite  

indicators: generalised standard processing based on data, calculation of entropy value of each  

indicator and then calculation of weights, weighting to calculate the final indicator1.  

2.2 Ensemble Empirical Mode Decomposition (EEMD)  

In this paper, we refer to Wang's improved EEMD algorithm for sequence data decomposition,  

and the specific decomposition setting model is:  

 
1 EWH has now been used as a more mature indicator measurement method, limited to the length of the article, this paper 

will not be redundant elaboration. 
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𝑥𝑖(𝑡) = 𝑥(𝑡) + 𝑛𝑖(𝑡)                               (1)  

𝑥𝑖(𝑡) = ∑ 𝐿𝑖𝑠(𝑡)𝑆
𝑠=1 + 𝑟𝑖𝑠(𝑡)                             (2)  

𝐿𝑠(𝑡) =
1

𝑀
∑ 𝐿𝑖𝑠(𝑡)𝑀

𝑖=1                                  (3) 

In the above equation, Eq.(1) adds normally distributed white noise ni(t) to the original signal x(t)  

i times to generate a new signal xi(t). Secondly for the new signal the EEMD decomposition is  

performed to obtain the IMF component, Lis(t) denotes the sth IMF obtained by adding white noise 

decomposition for the ith time, ris(t) denotes the residual function, and s denotes the number of IMFs.  

Repeat steps 1 and 2 M times to obtain a series of IMF components for each decomposition, and then  

average the corresponding IMF components obtained each time to obtain the final EEMD  

decomposition result. where Eq. (3) Lis (t) denotes the sth IMF of the EEMD decomposition,  

i=1,2... .M, s=1,2,... .S.  

2.3 Long Short-Term Memory (LSTM)  

LSTM adds memory vectors to the RNN network and introduces a gating mechanism to solve  

problems such as RNN gradient explosion. The whole consists of cell state, forget gate, input gate  

and output gate, so as to control the forgetting and updating of sequence data, the specific structure  

is shown in Figure 1.  

The specific algorithmic flow of LSTM is described by Eqs. (4)~(9), which is limited to the length  

of the article and will not be elaborated too much.  

 𝐼𝑡 = 𝛿(𝑊𝑥𝑖𝑥𝑡 + 𝑊𝑢𝑖𝑦𝑡−1 + 𝑏𝑖)                         (4)  

𝐷̃ = 𝑡𝑎𝑛ℎ(𝑊𝑥𝐷𝑥𝑡 + 𝑊ℎ𝐷𝑦𝑡−1 + 𝑏𝐷)                          (5)  

𝑂𝑡 = 𝛿(𝑊𝑥𝑜𝑥𝑡 + 𝑊𝑢𝑜𝑦𝑡−1 + 𝑏𝑜)                             (6)  

𝐹𝑡 = 𝛿(𝑊𝑥𝑓𝑥𝑡 + 𝑊𝑢𝑓𝑦𝑡−1 + 𝑏𝑓)                          (7)  

 𝐷𝑡 = 𝐹𝑖 × 𝐷𝑡−1 + 𝐼𝑡 × 𝐷̃                                (8)  

ℎ𝑡 = 𝑂𝑡 × 𝑡𝑎𝑛ℎ(𝐷𝑡)                               (9)  

F𝑡, I𝑡, O𝑡 represent the forget gate, input gate, and output gate at time t. 𝑥𝑡, y𝑡, 𝐷̃, D𝑡 represent  

the input value, output value, update gate, and final cell state. δ, tanh represent the activation function.  

𝑊, 𝑏 represent the weight matrix and error, and ht is the output of the LSTM network.  

  

Figure 1: LSTM algorithm structural framework  

2.4 EEMD-LSTM  

This paper draws on the TEI@I complex methodology[14] with Chen (2021)[15] and other  
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scholars to construct the EEMD-LSTM model to early warn the systemic risk of China's bond market,  

and the structure of its detailed modelling process is shown in Figure 2.  

  

Figure 2: EEMD-LSTM algorithm structural framework 

In Figure 2, the BSI index sequence to be analysed is subjected to empirical modal decomposition  

to obtain a total of 7 components and residual terms for each component (IMF1, IMF2, ..., IMFn)  

after decomposition. Then the LSTM prediction model is built for all the components and trend terms,  

and the prediction is performed, and the final prediction is obtained by aggregating the predicted  

values.  

3. Simulation analysis  

3.1 Indicator construction and EEMD decomposition  

In this paper, the BSI indicator constructed with the bond market data from 4 January 2010 to 5  

December 2023 is used for simulation and early warning analysis. Due to the high noise of single- 

day financial data, this paper constructs indicators in the initialisation process for weekly mean  

processing, the final indicator data for the weekly mean series, the specific results are shown in Figure  

3. According to the results of the indicators can be seen in 2011, China's bond industry in the second  

half of the year the overall risk of the pressure to reach the peak, speculation may be related to the  

year's new issuance of treasury bonds to Hong Kong and the monetary policy, the overall pressure  

tends to decline year by year, visible bond market Systemic risk has been effectively controlled as  

China's financial market regulation improves and becomes increasingly stable.  

  

Figure 3: The BSI index.  

According to the non-equilibrium and non-stability of the data, this paper carries out the EEMD 

decomposition to sequentially separate out the 7 groups of IMF components from high to low  

frequency and the overall residual term RES, so as to improve the accuracy of further LSTM  

prediction, and the decomposition results are shown in Figure. 4.  
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Figure 4: EEMD decomposition results  

3.2. The prediction results of EEMD-LSTM  

Before performing the LSTM network analysis, in order to reduce the bias of the results, the 

individual IMF components are normalised in this paper. The specific method is general data  

normalisation, which is not repeated here. In this paper, on the sample setting, the first 70% of the  

proportion of the sample is set as the training set, and the last 30% of the data is set as the test sample,  

and 200 hidden layer neurons are set to carry out rolling prediction of specific dimensions to meet  

the modelling requirements. In order to make the simulation results interpretable, this paper carries  

out the inverse normalisation process for the predicted fitted data, which makes its predicted data  

close to the real data and improves the interpretability of the simulation results. In order to further  

verify the prediction effect of EEMD-LSTM with and without EEMD decomposition, this paper  

compares the LSTM prediction results of the sequence data directly with the EEMD-LSTM results,  

and the specific results are shown in Figure 5.  

  

Figure 5: Comparison of EEMD-LSTM and LSTM results  

As can be seen from the figure, the goodness-of-fit of bond market systematic risk prediction after  

performing empirical modal decomposition is significantly higher than that of direct LSTM algorithm  

prediction. Therefore, through the EEMD decomposition can effectively reduce the serial data  

complexity of the original BSI indicator, and then further adopt the deep learning LSTM algorithm 

risk prediction, which can effectively improve the prediction accuracy. Based on the prediction results,  

it can be seen that the systemic risk pressure in China's bond market will probably present a low-

pressure state, the risk pressure is small, but need to continue to pay attention. 
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4. Conclusions  

Based on China's bond market data, this paper measures the systemic risk of China's bond market  

by constructing a systemic risk stress index, and predicts the future trend of the stress index through  

the EEMD-LSTM deep learning algorithm to achieve an early warning effect, and draws the  

following conclusions from the empirical analysis:  

The systemic risk stress index of China's bond market constructed in this paper reflects that the  

systemic risk faced by China after 2010 reached a peak in 2011 and then continued to decline, which  

is consistent with the current operating conditions of China's bond industry and can measure the  

systemic risk situation of China's bond market.  

This paper adopts the improved EEMD signal decomposition method based on EMD to 

decompose the bond market stress index, which can improve the prediction effect based on LSTM  

algorithm. The EEMD-LSTM model constructed in this paper can effectively play the advantage of  

empirical modal decomposition on the processing of complex time series data, further improve the  

LSTM prediction accuracy, and can be applied to the early warning of systematic risk in China's 

financial market, compared with the direct LSTM risk prediction.   
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