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Abstract: Education has long been considered a vital factor that determines a person’s 

income level. This paper aims to explore if this effect still exists after being magnified to a 

state-wide scale, and, if it still does, the extent to which this effect can be observed. The 

percentage of the population aged 25 or older that are bachelor’s degree holders, by state, 

is used as a measure of the education level of a state, and this paper attempts to find the 

relationship between this value and GDP per capita of a state. Furthermore, this paper 

takes other variables into account, which are unemployment and urban population, to 

better model the effect of education on GDP per capita. 

1. Introduction 

There are abundant ways to increase income according to economic theory, and education is 

amongst one of those that works by increasing labor productivity. In general, for individuals the 

higher a person’s education level is, the higher that person’s income level is likely going be. This 

effect, when magnified to a state-scale, is supposedly going to be that the higher a state’s education 

level is, the better its economic outlook is going to be. Whether this stands true is still required to be 

proven. However, “education” itself is hardly any quantity or value that can be used and plugged 

into the calculation, so it needs further interpretation. It can be represented by many measures, such 

as the number of people/ percentage of the population that has a bachelor’s degree or higher, 

secondary education enrollment rate, etc. It would be reasonable to assume that high-income 

positions that are filled by holders of bachelor’s degrees or higher contribute the most to the real 

GDP, therefore this paper utilizes the data of the percentage of the population aged 25 or older that 

are bachelor’s degree holders. This chosen age group is the potential long-term participants in the 

labor force, so they have the strongest impact on a state’s output. 

This paper hypothesizes that a state’s GDP per capita is positively related to its education, 

meaning that as the education level of a state increases, the GDP per capita of that state increases 

consequently. The primary independent variable is the percentage of the population aged 25 or 

older that are bachelor’s degree holders. This variable is considered to potentially have an effect on 

a state’s GDP per capita, which is the dependent variable of the models created in this paper. The 

above-mentioned relationship comes through two ways of justification. First, since it is a general 

trend that the higher one’s education is, the higher income one can earn, when it comes to a group 

of individuals, this trend should be expected to exist. If that is the case, a state with more holders of 

a college degree would be expected to have higher per-person GDP. The second way of justification 
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is that a highly educated crowd is the largest contributor to a state’s GDP, so if a state has a large 

crowd of highly educated individuals, the states’ GDP would be boosted greatly and the per-person 

GDP would also increase since the population does not change. 

However, other factors play important roles in this process. To get to the relationship between 

education and GDP, there is still one more process needed to connect the two ends, and that is 

employment. That is also the reason that the multilinear regression model takes into account 

employment factors such as unemployment rate, the participation of owners of a college degree or 

higher in the labor force. 

This topic has its significance in helping the policymaker in making decisions on future 

educational expenditure. If the relationship between higher education level and GDP per capita is 

observable and obvious, then it indicates that investment in education is an important booster for 

not only the economy but also the quality of life for individuals. Furthermore, if this topic is 

extended and aligned with other studies that focus on state-specific economic development models, 

more useful results could potentially be generated. That could include other policies that could 

complement the investment in higher education in terms of boosting GDP per capita or even the 

economic development patterns that do not require a fairly large crowd of highly educated, skillful 

individuals to achieve high GDP per capita such as the ones that could explain the high GDP per 

capita and relatively low percentage of highly educated individuals appeared in Alaska’s economy. 

2. Literature Review 

One of those that explore the economic impact of universities was written by Valero and van 

Reenen (2018). In this paper, the authors pointed out the overlapping trend of an increasing number 

of universities/ increasing number of universities per million person and mean growth in GDP per 

capita. This trend can be shown by a scatter plot that plots the mean growth of GDP per capita and 

the number of universities per million people and the trend line following it. They modeled the 

hypothesized relationship with cross-sectional regressions and found a strong and positive 

correlation between GDP per capita and universities. Further results suggest that a 10% increase in 

the number of universities in a region is related to about 0.4% higher GDP per person.[1] 

Another paper contributing to this area of research is written by Aghion et. al. (2009). This paper 

focuses on the effect of all educational sectors, instead of college. The authors built complicated 

models accounting for the effect of education investment on GDP and introduced effects such as 

migration of skilled labor into their models. In a conclusion, the paper finds support for the 

hypothesis that some investments in education do stimulate economic growth. 

What’s more, another piece of work composed by Odit et. al. (2010) also provides interesting 

insight into the area. They see education attainment as a contributor to the quality of human capital, 

which is an engine for economic growth. 

The authors utilized the Cobb-Douglas production function with constant returns to scale where 

human capital is used as an independent factor of production in the human capital augmented 

growth model.[2] As for their conclusion, the calculated results suggest that education is 

productivity-enhancing rather than “a device that individuals use to signal their level of ability to 

the employer”, which is interesting. 

All the papers reviewed have made a common point in their conclusion, which is that education 

does have a positive impact on the economy, whether it be from a technology innovation and R&D 

perspective or a labor productivity perspective. They provide an important base and guideline for 

this paper. 
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3. Data 

This paper aims to find the relationship between a state’s real GDP per capita, and its education 

level, measured by the percentage of the population with a bachelor’s degree or higher. For GDP 

per capita, the data used here is measured in chained 2012 dollars and it has the advantage of being 

inflation- adjusted. It is a measure of each state’s per-person GDP that is based on inflation-adjusted 

national prices for the goods and services produced within a state. For education level, the measure 

is the percentage of the population of a state aged 25 and older that has a bachelor’s degree or 

higher. The year of both data sets is chosen to be 2019, which has the advantage of being relevant 

and having an intact set at the same time. The data of real GDP per capita is obtained from U.S. 

Bureau of Economic Analysis (BEA) which is an authoritative and credible official source, 

especially for economic data.[3] The data of the percentage of the population aged 25 and over who 

have completed a bachelor’s degree or higher in the U.S. in 2019, by state is also obtained from 

BEA. 

Other variables that also play a role in affecting the GDP per capita of states are unemployment, 

urban population, labor participation rate, and total labor force. The unemployment rate defines how 

big or how saturated the labor pool is, so if a state has a high education level but also high 

unemployment, the effect of education on GDP per capita is going to be offset to some extent. 

Labor participation rate defines the proportion of the working-age population that is either working 

or actively looking for work so the higher the rate, the higher the likelihood that the highly skilled 

employees are participating in the generation of GDP. The total labor force can also affect GDP per 

capita. The sample sizes are the number of the states in the US which is 50 plus Washington D.C. 

The year for the controlled variables’ data is also 2019, for the sake of consistency with other 

variables except for the urban population as the census is only decennial and the latest data is not 

yet available. As for the source, the unemployment rate by state is obtained from FRED, the urban 

population figures are obtained from U.S. Census Bureau, the labor participation rate is obtained 

from U.S. Bureau of Labor Statistics, which is namely the most authoritative source for 

employment-related data, and the total workforce size by state is obtained from Bureau of Labor 

Statistics. Figure 1 is an overview of all the variables used in the model that is going to be generated 

next. 

 Description Year Units Source 
gdpp GDP per capita (by state) 2019 2012 dollar value U.S. Bureau of 

Economic Analysis 

educ The percentage of the population 

aged 25 or older that are bachelor’s 

degree holders (by state) 

2019 Percentage U.S. Bureau of 

Economic Analysis 

un Unemployment rate (by state) 2019 Percentage FRED 

urbanp Urban population (by state) 2010 Percentage U.S. Census Bureau 

labpar Labor participation rate (by state) 2019 Percentage FRED 

labf Labor force (by state) 2019 person Bureau of Labor 

Statistics 

Figure 1: Brief Description of All the Data Used in This Paper 
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Figure 2: Scattered Plot of Higher Education Level and Real GDP Per Capita 

Figure 2 is a scattered plot generated with a linearly best-fitted trendline. Observing just from 

here, the relationship appears to be weak, but the trend still contains potential. There is one 

noticeable outlier at the top right corner of the graph and that is D.C. which has a significantly 

higher education level and GDP per capita than any other states. 

One important step before proceeding to regression is making sure that the model meets Gauss 

Markov Assumptions. 

1) Linear in Parameters: 
𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +…+ 𝛽𝑘𝑥𝑘 + 𝑢 is a general form of linear regression model. Here 

loggdpp, which stands for the log of GDP per capita, takes up the place of y on the left-hand side of 

the equation. And educ, which stands for the percentage of population aged 25 or older that are 

bachelor’s degree holders, is representing x. 

𝛽0 is the constant here, and 𝛽1 to 𝛽𝑘 are the coefficients and 𝑢 is the unobserved error. This 

equation does satisfy the first condition for being linear in parameters. 

2) Random Sampling: 
Since the topic of this paper is about states in US, the sampling done here is among the states. 

The sample size is 51, including all 50 states and the District of Columbia. Although technically all 

the data available is sampled, the sampling is still considered random plus the fact that the data 

include the state with high and low GDP per capita and high and low college degree rates, so the 

sampling includes a fair range of data. 

3) No Perfect Collinearity: 
The assumption of no perfect collinearity means that there is no perfect linear relationship (one- 

to-one) among the independent variables. STATA is utilized to test this assumption. As seen in Fig. 

3, no correlation between independent variables is perfect, meaning this model is safe in terms of 

assumption 3. 

 
Figure 3: Test for Perfect Collinearity 
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4) Zero Condition Mean: 
The zero condition means tests whether, given the values of the independent variables, the 

expected value for the error term is always 0. One way to test the zero conditional mean is through 

the residual plot. Judging by the looking of the residual plot, which is shown as Figure 4, from the 

multiple regression, one can tell that the points are scattered above and below the zero level roughly 

randomly without an obvious pattern. Therefore, it is safe to conclude that the model passes the test 

of zero condition mean. 

 

Figure 4: The Residual Plot of Multi Regression Model 

5) Homoskedasticity: 
The homoskedasticity assumption assumes that different samples have the same variance, so the 

variance of u should be the same for all. This assumption can also be tested by looking at the 

residual versus predicted value plot. As the points are roughly evenly distributed, the variance 

would also approximate a common value. Therefore, this assumption holds. 

3.1. Results 

3.1.1. Simple Linear Regression model (Model 1) 

Here a simple regression model is generated as a first approach to the hypothesized relationship. 

log (𝑔𝑑𝑝𝑝) = 𝛽0 + 𝛽1log (𝑒𝑑𝑢𝑐) + 𝑢 

gdpp: the GDP per capita; educ: the percentage of the population aged 25 and older that has a 

college degree or higher; u: unobserved error  

After regression with STATA, the coefficient 𝛽1 and constant 𝛽0 are generated.  

Estimated Equation: 

log(𝑔𝑑𝑝𝑝) = 4.326 + 0.0126𝑒𝑑𝑢𝑐 

This simple regression model has an adjusted R-squared value of 0.5794 meaning the 

relationship between logeduc and loggdpp is relatively moderate, which is not ideal for drawing 

conclusions on the relationship. Another thing to look at here in the table is the coefficient for educ, 

which is positive, meaning that an increase in educ is followed by an increase in log GDP per capita, 

proving that the relationship is positive, so part of the initial hypothesis is proven here. 
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This is the first attempt at modeling the hypothesized relationship, which isn’t particularly 

satisfying for it only provides a limited amount of useful information. That leads the way to a more 

complicated multi regression model, accounting for the omitted variables in the simple model. The 

next model will supposedly be better at providing insights into the relationship between educ and 

loggdpp. 

3.1.2. Multi Linear Regression model (Model 2)

Now taking into account of all the controlled variables, the model becomes a multi regression 

one which has the form of: 

log(𝑔𝑑𝑝𝑝) = 𝛽0 + 𝛽1𝑒𝑑𝑢𝑐 + 𝛽2𝑢𝑛 + 𝛽3𝑢𝑟𝑏𝑎𝑛𝑝 + 𝛽4𝑙𝑎𝑏𝑝𝑎𝑟 − 𝛽5log (𝑙𝑎𝑏𝑓)+u 

gdpp: the GDP per capita; educ: the percentage of the population aged 25 and older that has a 

college degree or higher; un: the unemployment rate; un: the unemployment rate; urbanp: urban 

population; labpar: labor force participation rate; labf: total labor force u: unobserved error 

Estimated Equation: 

log(𝑔𝑑𝑝𝑝) = 3.8068 + 0.0083𝑒𝑑𝑢𝑐 + 0.0427𝑢𝑛 + 0.0014𝑢𝑟𝑏𝑎𝑛𝑝 + 0.0094𝑙𝑎𝑏𝑝𝑎𝑟 

− 0.0316log (𝑙𝑎𝑏𝑓) 

Since more variable that contributes to the relationship are added, the R-squared value increased 

consequently to a much higher 0.7406, which is a significant increase. This indicates that the new 

model performs better at constructing the overall relationship. The coefficients got from this 

regression attempt are all positive except for the coefficient of log(labf). Further improvement is 

thus needed to be made to this model to correctly indicate education’s effect on GDP per capita, and 

that could be removing the log(labf) rate variable and other ones that might not be as significant, 

like urban populations. 

3.1.3. Multi Linear Regression model (Model 3) 

log(𝑔𝑑𝑝𝑝) = 𝛽0  + 𝛽1𝑒𝑑𝑢𝑐 + 𝛽2𝑢𝑛 + 𝛽4𝑙𝑎𝑏𝑝𝑎𝑟+u 

 

Figure 5: Multi Regression Model Table (Model 3) 

This is the new model after removing variables that seem to be relatively insignificant and it can 

be observed from the table that the R-squared value is lower for this model, which is 0.7176. It is 

still unsure whether this model with fewer variables is superior to model 2 or the other way, but a 

clear picture will be shown after running statistical tests to examine those models. 

In the next stage, each variable in the three models will be tested upon its statistical significance. 
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In figure 5, a summary of the variables is given. The first figure in each box represents the 

coefficient of the corresponding variable on the left and the stars right next to it indicate its 

significance. One star means that variable is only significant at 10% level of significance, two 

means it’s significant at 10% and 5% level, and three means the variable is significant all the way to 

1% level. The figure in the parentheses below it is the standard error of the variable. 

Dependent Variable log(gdpp) 
Independent Variables Model 1 Model 2 Model 3 

educ 0.013*** (0.0015) 0.008*** (0.0018) 0.010*** (0.0017) 

unem  0.043*** 0.050*** 

  (0.1176) (0.114) 

urbanp  0.001** (0.0008)  

labpar  0.009*** (0.0031) 0.011*** (0.0031) 

log(labf)  -0.316* (0.0221)  

intercept 4.326 

(0.0512) 

3.807 

(0.2552) 

3.564 

(0.1863) 

No. of obs. 51 51 51 

R-squared 0.5794 0.7406 0.7176 

*Significant at 10%, **5%, ***1% 

Figure 6: Regression Models Summary 

It can be interpreted from the figure 6 that the urbanp and log (labf) are the two least significant 

variables, so it makes sense to construct a new model without them and examine the new model’s 

performance. One more step is needed to determine whether model 3 is better, having removed 

those two variables. 

4. Extensions Robustness Test 

Since urbanp and log(labf) are removed, it is necessary to find out if they are truly insignificant 

to the model. In this step, an F-test has to be performed. If the rejection of the null hypothesis, 

which would be that 𝛽3 = 𝛽5= 0, can’t be concluded from the results, then it is safe to say that 

urban population and labor force are jointly insignificant in the construction of the model here. 

H0: 𝜷𝟑 = 𝟎, 𝜷𝟓 =   

H1: H0  not true 
Unrestricted Model: 

log(𝑔𝑑𝑝𝑝) = 𝛽0 + 𝛽1𝑒𝑑𝑢𝑐 + 𝛽2𝑢𝑛 + 𝛽3𝑢𝑟𝑏𝑎𝑛𝑝 + 𝛽4𝑙𝑎𝑏𝑝𝑎𝑟 − 𝛽5log (𝑙𝑎𝑏𝑓)+u= 

Restricted Model: 

log(𝑔𝑑𝑝𝑝) = 𝛽0 + 𝛽1𝑒𝑑𝑢𝑐 + 𝛽2𝑢𝑛 + 𝛽4𝑙𝑎𝑏𝑝𝑎𝑟+u F = (SSRr-SSRur)/SSRur * q/(n-k-1) 

= [(0.7406-0.7176)/(1-0.7406)] * (45/2) 

= 1.99 < 3.204 (c) 

Fail to reject the null hypothesis 
Therefore, log (labf) and urbanp are jointly insignificant. 
In conclusion, this F-test testified that removing those two variables is the right choice to make 

to get a more refined model. 
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5. Conclusions 

This paper conducted a study on the relationship between higher education level and GDP per 

capita of different American States. This paper hypothesizes a positive relationship between the two 

variables. 

(The percentage of the population aged 25 and over who have completed a bachelor’s degree or 

higher and GDP per capita), meaning that the more holders of bachelor's degree a state has, the 

higher it’s GDP per capita would be. This hypothesis is supported by the result of the study as the 

coefficient of educ in the models is positive. Granted, the factors behind rises and falls of a state’s 

GDP per capita are countless and many of which are extremely hard to model. Some states, such as 

Alaska and South Dakota, are falling behind most of the other states in terms of college education 

rates, but they have easily the two of the top GDP per capita figures. This phenomenon is not a 

disproval of the relationship between education and GDP per capita, but it rather tells the fact that 

different state runs their own economy differently. Alaska and South Dakota both have abundant oil 

and gas and the firms tapping those contribute largely to the overall GDP. 

The attempts to add and remove variables to refine the model definitely improved the model as it 

is obvious that the R squared value increased significantly and the variables removed are tested to 

be insignificant, meaning that the attempts are rather successful. 

This study shows that higher education level is vital to the growth of a state’s GDP per capita, 

which has many implications. It also means that pursuing higher education does seem to improve 

people’s quality of life. The main takeaway at the individual’s level is that the general rule is that 

investment in pursuing college degrees does pay off. When it comes to policymakers’ perspectives, 

the point is that government expenditure in constructing a wider and better college education sector 

would generate higher GDP and would also benefit the society since it also makes people better off 

on average. Policymakers have long been instilled with the importance of ensuring primary and 

secondary education sector’s vitality and pushing for higher enrollment rate and sometimes the 

contribution of higher education to the economic growth is easily ignored. The results from this 

study could potentially make them consider the idea of putting more G spending into building more 

and better colleges, which serves as a pillar to both the economic growth and a highly skilled labor 

pool. 
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Appendix 

List of Observations 
District of Columbia Texas Wisconsin New Mexico 

Massachusetts Colorado Rhode Island Florida 

New York Minnesota Louisiana Arizona 

Alaska Nebraska Utah Montana 

North Dakota Hawaii Oklahoma Maine 

California New Hampshire Georgia Kentucky 

Connecticut Virginia Nevada South Carolina 
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Washington Pennsylvania Indiana Alabama 

Wyoming Iowa Vermont Idaho 

Delaware Kansas North Carolina West Virginia 

New Jersey South Dakota Tennessee Arkansas 

Maryland Oregon Michigan Mississippi 

Illinois Ohio Missouri  

STATA Output 
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