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Abstract: The control structure and control strategy of CMAC (Cerebellar Model 

Articulation Controller) and PID parallel control system are designed based on the good 

nonlinear approximation ability and adaptation of CMAC neural network, combined with 

the advantages of simple structure and easy operation of common PID controller. The 

compound control of CMAC and PID is carried out for typical second-order control system 

and a good GUI (Graphical User Interface) is given. The simulation results show that, 

compared with the traditional PID control, the rise time of the control system by CMAC and 

PID composite control strategy is reduced by 0.01s, the adjustment time is reduced by 0.1s, 

and the overshoot is reduced by 15%. The control system has been significantly improved 

in the steady-state performance and dynamic performance, and has good control 

performance. 

1. Introduction 

In 1975, J.S. Albus proposed CMAC that simulates the structure and function of human cerebellum 

[1]. It is a learning structure of simulating human cerebellum. It is a local neural network model based 

on TabIe Look input and output. It has the ability of information classification storage and nonlinear 

approximation. It is a simple and fast neural network for local approximation. It is similar to 

Perception's associative memory method. It can learn multi-dimensional nonlinear mapping and has 

strong robustness and reliability, especially suitable for complex nonlinear and time-varying working 

environment. As we all know, the cerebellum of human is responsible for the coordination and control 

of human motion. From the perspective of system, it can be seen as a function. Its function is to store 

and retrieve several muscle control information that produces coordinated actions. According to the 

existing literature, the research on cerebellar model neural control mainly includes two parts, the first 

is the research on the performance of CMAC neural network, the structure, parameters and learning 

ability of CMAC are improved by combining with other algorithms, the second is to combine CMAC 

with advanced control strategies to form a hybrid control method according to the strong robustness 

and reliability of CMAC [2-4]. The document [5] proposes a parallel control strategy of fuzzy PID 

and CMAC, which learn and interpolate the fuzzy PID control process by its adaptive ability and fast 

learning non-linear function ability, and obtains a good control effect. The document [6] proposes a 

hybrid control strategy combining CMAC and BP neural network and applied to short-term prediction 

of photovoltaic power. In the industrial control system, because PID controller has the advantages of 
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simple structure, easy adjustment, convenient operation, etc., PID controller has always been used in 

the industrial fields, and it can basically achieve good control effect on the industrial process with 

accurate mathematical model [7-10]. However, when the controlled object is in a relatively complex 

environment, the parameters will change with the time and the working environment, or the controlled 

process is relatively complex and has nonlinearity, pure delay and time varying, an ordinary PID 

controller can’t guarantee robustness and anti-interference ability of control system. Therefore, a 

compound controller based on CMAC and PID is designed by combining advantage of CMAC and 

PID controller. It can quickly identify the controlled process parameters, change according to the 

changes of the controlled parameters, and automatically adjust the control parameters. It solves some 

problems of the traditional PID controller, such as the difficulty in parameter adjustment, the inability 

to adjust parameters in real time, and the weak robustness. It is suitable for the more complex control 

environment. 

2. Principle of CMAC Neural Network 

CMAC neural network is a neural network model, which is based on principle of cerebellum 

controlling limb movement. It is nonlinear and an adaptive neural network. It is a neural network 

model based on the principle of cerebellum controlling limb movement. CMAC is a neural network 

with complex nonlinear function, and also an adaptive neural network. It takes input state as a pointer 

and stores relevant information into the corresponding storage unit address. CMAC is a table lookup 

technology in principle. The detailed implementation method is to divide the large block of input 

space into many small blocks, and the information of each small block is stored in the location of 

adjacent blocks in a distributed manner. Each small block has an actual corresponding to storage 

location. The number of storage units is less than blocks in maximum possible input space of the 

problem under consideration, so the mapping of multiple block to one block can be achieved, that is, 

the mapping of multiple blocks to the same block, so that it can be stored in one address through the 

memory address. CMAC is used in nonlinear function approximation, control system and dynamic 

model design to effectively improve efficiency of the algorithm [11-12]. Compared with other neural 

networks, it’s advantages are follows. 

1) Continuous input and output capability. 

2) It has certain generalization ability and unified planning. 

3) Fast learning speed, fast response speed and high working efficiency 

4) The nonlinear approximator is not very sensitive to the data order. 

 

Figure 1: Topological structure of CMAC 

Due to the advantages and high efficiency of CMAC, it has better nonlinear approximation ability, 

it is more suitable for nonlinear real-time control system [13,14]. The structure of CMAC neural 
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network is shown in Figure 1. It includes concept mapping, physical mapping, input and output. 

Each input state of the controller is taken as a state vector and an input space is formed, S is for 

the input space, S1, S2, S3, S4 are the state vectors. Concept mapping refers to the mapping from 

input space S to concept memory Ac. N-dimensional input space is divided at input layer, and each 

input falls into a cube cell of N-dimensional grid base. The adjacent two points in the input space 

motivate the partially coincident cells in the memory Ac by mapping. The closer the two points are, 

the more the coincident parts are. The farther away points will not overlap in the Ac, thus the local 

generalization of the network is realized. Physical mapping (actual mapping is for Ac→Ap) refers to 

that in the mapping process, the input sample is mapped to the address of the concept memory, the 

remainder obtained is taken as the address of the actual memory Ap, that is, c cells in concept memory 

are mapped to c in Ap. Output of CMAC (Ap→y) refers to input is mapped to c cells in Ap, 

corresponding weight value is stored in each cell. The output of CMAC is the weighted sum of c 

actual storage cells [15-18]. 

CMAC neural network consists of two input layers (nonlinear and adjustable linear), and its 

structure is shown in Figure 2. 

Assume that the function mapping relationship to be approximated by CMAC is follows. 

y = f(x)                                       (1) 

where, 1 2[ , ,..., ]T

nx x x x , [ 1, 2,..., ]Ty y y yT .According to Figure 2, the below mappings are 

obtained.  

1) S:x→A, that is a=S(x) 

For x, only a few elements are 1, and most elements are 0. This is the function implemented by 

the input layer in Figure 2. 
Ta=[a1,a2,...am]  is a N-dimensional vector in the associative space A. 

The value of the element of a is only 1 or 0. Several elements of a corresponds to a storage address 

in the input space are 1, that is, it is a local area in the associated space A.  

 

Figure 2: Structure of CMAC 

2) P: A→y, that is y=p(a)=wa 

The functions of the output layer can be seen from above formulas, where the connection weight 

is ijw (i=1,2… m), it is an adjustable parameter. For the i-th output, there is the following formula. 

1

( ) , 1,2,...,
m

i ij j

j

y P a w a i r


                     (2) 

The learning algorithm of CMAC neural network is follows. 
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( 1) ( ) ( ) /d T

ij ij i i jw k w k y y a a a                       (3) 

Where, β is for the learning rate, 
d

iy is for the expected value of the i-th output component and yi 

is for the actual value of the i-th output component. 

3. Structure of CMAC-PID Parallel Controller 

Due to the simple structure and convenient operation of PID controller, it has good control effect 

for linear constant control system, but the control effect is often not ideal for complex systems such 

as time-varying system and pure delay system, while CMAC has good robustness and adaptability, 

so it combines the advantages of PID controller and CMAC, the compound control of CMAC-PID is 

designed to achieve better control effect [9]. CMAC controller is used as feedforward controller to 

realize the operation of the inverse dynamic model of the controlled object, and common PID 

controller is used as feedback controller to ensure the stability of the system [19-20]. The structure of 

CMAC-PID composite control is shown in Figure 3. 
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memory
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Figure 3: Structure of CMAC-PID controller 

In Figure 3, r is the input signal, y is the output signal, 1( )u k is the control variable of ordinary 

PID controller, and 2 ( )u k is the control variable of CMAC controller, 1 2( ) ( ) ( )u k u k u k  .The 

supervised learning algorithm of CMAC neural network is given as follows. 

𝑢2(𝑘) = ∑ 𝑤𝑚
𝑐
𝑚=1 𝛽𝑚                         (4) 

Where, when the input control S is within the quantization space, 1m  , otherwise, 0m  . C 

is the generalization parameter of CMAC neural network. At the end of a cycle, the corresponding 

output is calculated by the CMAC function, it is compared with the total control variable and the 

weight coefficient is modified, so that the objective function is the minimum. The objective function 

is follows. 

The gradient descent method is adopted, and the weight is adjusted according to the following 

formula. 

Δw(k) = −η
∂J(k)

∂w
= η

u(k) − u2(k)

c
βm = η

u1(k)

c
βm 

w(k) = w(k − 1) + ∆w(k) + α(w(k) − w(k − 1))                (5) 

J(k) =
1

2𝑐
(𝑢2(𝑘) − 𝑢(𝑘))

2
                      (6) 

Where,  is for the network learning rate, (0,1)  ,  is for the inertia, (0,1)   
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4. System Simulation of CMAC and PID Parallel Controller 

The transfer function of the controlled object is follows. 

2

1200
( )

50 1200
G s

s s


 
                         (7) 

The parameters of CMAC neural network are for 100N  , 5C  , 0.12  , 0.05  , PID 

parameters are for 20pk  , 0.01ik  , 0.3dk  ,sampling time is 1ms, and input signal is unit step 

signal. The system is simulated by MATLAB, and the effect comparison between CMAC-PID 

parallel controller and ordinary PID controller is shown in Figure 4. 

 

Figure 4: Comparison between CMAC-PID controller and traditional PID controller 

It can be seen from Figure 4 that the CMAC-PID parallel control strategy is significantly better 

than the traditional PID control strategy in response speed and stability, and the control effect is 

significantly improved. The specific performance index comparison is shown in Table 1. 

Table 1: Comparison of performance indicators between CMAC-PID controller and traditional PID 

controller 

indicator 

controller 
Rise time(s) Setting time(s) Over shoot Steady state error 

traditional PID 0.04 0.15 15% 0 

CMAC-PID 0.03 0.05 0% 0 

From the comparison of performance indicators, the rise time is reduced by 0.01s if the CMAC-

PID parallel control strategy is adopted, the setting time is reduced by 0.1s, and the overshoot is 

reduced by 15%, achieving no overshoot, and the steady-state error is 0. The CMAC-PID parallel 

control strategy is more ideal than the traditional PID control in both steady-state and dynamic 

performance. 

In the CMAC-PID parallel control strategy, the control output of PID is u1, the control output of 

CMAC is u2, and the control output of CMAC-PID parallel controller is for u, the corresponding 

change curve are shown in Figure 5-7.  

71



 

Figure 5: Control output of PID 

 

Figure 6: Control output of CMAC 

 

Figure 7: Control output of CMAC-PID 

It can be seen from Figure 5-7 that the output of the controller tends to be stable within 0.05s, and 

the CMAC algorithm has relatively strong regulating effect, which can quickly adjust the parameters 

of the PID controller, so that the PID controller tends to be stable within 0.15s. When CMAC-PID 

parallel control strategy is adopted, the error curve of control system is shown in Figure 8. 

 

Figure 8: Error curve of control system 

According to Figure 8, control system reaches a steady-state state without static error at 0.05s.In 
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order to achieve a better human-machine interface, a GUI is written in the MATLAB environment. 

The GUI parameter is set of CMAC-PID parallel control strategy is shown in Figure 9. 

 

Figure 9: Interface of parameter setting 

The initialization parameters of the system are set in Figure 5, click the simulate button to simulate, 

output of control system, output of controller and output of error can be obtained, which are as shown 

in Figure 10-12. 

 

Figure 10: Output of control system 

 

Figure 11: Output of controller 
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Figure 12: Output of error 

According to Figure 9-12, the mathematical model parameters, PID parameters and parameters 

involved in the algorithm of control system are set in Figure 9, the corresponding curve of output 

signal, control signal and error curve of the control system are obtained, the control process of the 

control system can be better observed by these curves, and this system is suitable for the general 

second-order control system. The experimental results show that CMAC-PID parallel control strategy 

has better control effect in both steady-state performance index and dynamic performance index. 

5. Conclusion 

The principle and basic structure of CMAC neural network are firstly introduced, the advantages 

of CMAC neural network and common PID controller are analyzed, then CMAC-PID composite 

controller and its graphical user interface are designed, finally, the comparison curve between 

CMAC-PID composite controller and common PID controller is obtained by simulation. The 

simulation results show that CMAC-PID composite controller has strong robustness and 

adaptability.The well-designed graphical user interface also provides convenient conditions for the 

application of CMAC-PID composite controller. 
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