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Abstract: Crops such as wheat and peanuts are the main food crops in the world. Due to the 

complex process of pollutant changes and discrete data in the process of food supply chain 

processing, accurate prediction is very important for food quality. Most of the existing 

methods are applicable to continuous systems, and the prediction accuracy of discrete 

systems such as grain pollutants is not high. To solve this problem, this paper proposes a 

modeling method based on Long Short-Term Memory (LSTM) network and stochastic 

forest algorithm. The research contents of higher precision prediction for the discrete 

system of grain pollutants mainly include: 1) using Random Forest algorithm to predict the 

pollutants in the grain supply chain; 2) The LSTM Network algorithm is used for the same 

prediction, and the prediction results of the two methods are compared. Taking the peanut 

oil supply chain data as an example, the results show that the Random Forest algorithm is 

better than the LSTM Network in comprehensive prediction, and the prediction accuracy of 

the test set reaches 99.7%. It can realize the accurate prediction of the pollutants in the 

grain supply chain. 

1. Introduction 

Rice, millet, peanuts and other agricultural products are important food crops in various 

countries in the world. For example, peanuts are one of the most important food crops in Asian 

countries and regions. According to relevant survey data [1], China's annual output of peanuts has 

reached 20 million tons, playing an important role in global staple food consumption. Food 

pollution is an important issue of general concern. The pollution of grain mainly includes heavy 

metal pollution, radioactive pollution and microbial pollution, of which the microbial pollution 

accounts for at least 40% [2], the main microorganisms that affect the change of grain quality in the 

process of grain processing and production are fungi. In the supply chain of grain production, 

processing, transportation, storage, marketing and other links, a large number of mycotoxins are 

easily produced, which seriously threaten the quality and safety of grain. Therefore, looking for 

appropriate prediction methods, discovering the growth trend of fungal pollutants in advance, and 

realizing timely and efficient prediction of fungal pollutants content will help prevent and control 

the harm of mycotoxin pollution in grain. However, there are still many deficiencies in China's 

accumulated experience and methods in the prediction of food pollutants, accelerating the research 

and development of mycotoxin detection and prediction technologies, Therefore, it is of great 
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significance to strengthen the research on mycotoxin prediction in the food supply chain. 

Because of the great significance of forecasting grain fungal pollution, a large number of 

scholars have studied the relevant forecasting methods. The research of forecasting methods has 

gone through the development process from the initial microbial growth dynamics model, to the 

mathematical statistical model, and now to the in-depth learning algorithm to achieve effective 

prediction of grain pollutants. At present, there are two main prediction methods for grain pollutants, 

namely, mechanism driven prediction method and data driven prediction method. The physical 

concept of mechanism driven method modeling is clear and accurate, which can reflect the 

relationship between input and output parameters of the system. It is called "white box model". For 

example, Wang Hongxing [3] discovered the growth law of rice mold and established a dynamic 

growth model. Lan Xueping, Chen Jinying [4] and others tested the factors that affect Vomitoxin 

(DON), and obtained the DON risk early warning model. Rossi [5] and others studied the factors 

such as temperature and humidity, and found that these factors had a certain impact on DON. Data 

driven model refers to learning the model by using data after getting a set of data, obtaining system 

features from the data, and describing the change trend of the system. For example, Jia Xiaoyong et 

al. [6] used the least square method to obtain the predicted concentration of grain pollutants by 

solving the equation set. Deng Yurui [7] and others used the traditional Bayesian model to predict 

the mildew, established a simple conventional Bayesian algorithm model, and the accuracy of the 

prediction of rice mildew probability reached 94.8%. Support vector machine [8], regression model 
[9], etc. also belong to traditional machine learning. The deep learning and fitting ability is strong, 

and it can fit the relationship between deep data, but its calculation amount is large, and the model 

has poor interpretability, such as GRU [10], recurrent neural network [11], etc. 

Most of the existing grain pollutant prediction modeling methods are only applicable to 

continuous systems, while the grain supply chain is composed of a variety of different technological 

links, so it is a batch process and belongs to a discrete system, so the method applicable to discrete 

systems should be adopted for analysis. Through many theoretical and empirical analyses, it is 

shown that for discrete systems, the method of stochastic forest [12] has high prediction accuracy and 

good tolerance, and will not involve many complex problems like nonlinear models. A large 

number of decision trees contained in a Random Forest are the key to solving discrete system 

modeling. At the beginning of feature selection, the classification can be made in advance to judge 

whether it can continue to be used. The number of decision trees makes the algorithm run more 

efficiently. In addition, the method of LSTM network is also an effective method to predict food 

pollutants. Although this method is mainly applicable to continuous system modeling, it can solve 

the problem of modeling long time series and avoid the gradient explosion problem of traditional 

neural network algorithm, so it can be compared with the Random Forest method. 

2. Prediction Method Based on Random Forest and Long Short-Term Memory Network 

The grain supply chain is composed of many different technological links, such as processing 

and production processes. It is a batch process. Its working steps are usually carried out at different 

times at the same location. Its operating state is unstable and its parameters are discontinuous. 

Therefore, it belongs to a discrete system. It should be analyzed using methods suitable for discrete 

systems. Random forest have the advantages of simplicity and high prediction accuracy, strong 

adaptability to data sets, low requirements for data standardization, and strong anti-interference 

capability of models. The accuracy of models is often higher than that of single decision trees. Even 

discrete or large data systems can make accurate predictions, so they are suitable for modeling and 

prediction of discrete systems. LSTM was used for comparison. 
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2.1. Theory of Random Forest 

Random Forest belongs to one of machine learning algorithms [13]. Compared with traditional 

machine learning algorithms, Random Forest runs faster, has higher accuracy, and has strong 

learning ability. It can be used to make high-dimensional data feature selection. Random Forest 

have been widely used in medical insurance [14], marketing [15] simulation modeling, communication, 

biology, management, economics and other aspects. 

In the Random Forest algorithm, it is necessary to input different samples in each tree. Only a 

small number of excellent decision trees can make good predictions. By evaluating the 

classification results of multiple weak classifiers, a powerful classifier is formed. This is the idea of 

Bootstrap aggregation, Bagging[16]. Stochastic forest can be used to solve both classification and 

regression problems. It can effectively handle missing values and thousands of input data, with 

good dimension reduction effect. The schematic diagram of Random Forest is shown in Figure 1. 

 

Figure 1: Schematic Diagram of Random Forest 

In machine learning, a single weak classifier has poor adaptability and is easily affected by data 

sets, resulting in over fitting. Therefore, the Random Forest algorithm combines these weak learners 

with strategies to form a strong learner, thus improving the accuracy of model prediction [17]. The 

machine learning performance is expressed by 𝑘, and the formula is as follows: 

𝑘 = 𝑙𝑜𝑔2𝑁 or 𝑘 = 𝑙𝑜𝑔2𝑁 + 1                                                   (1) 

The training method of Random Forest model is sampling with return, predicting the average 

value of all sample training sets, and obtaining the final voting result through voting mechanism [18]. 

The random sampling of Random Forest is divided into data random selection and feature random 

selection. First, the sampling method with placement is adopted from the original data set. Secondly, 

the generated sub data set is used to construct a sub decision tree [19], and these data are placed in 

each sub decision tree to obtain an output value. When constructing a decision tree, we must select 

all features according to a specific order, train and predict multiple decision trees, and then convert 

them into classifiers. There are a lot of decision trees in the Random Forest, and each decision tree 

is different, which enriches the diversity of the system and improves the classification efficiency. 

2.2. Theory of Long Short-Term Memory 

It is difficult for traditional statistical prediction methods to use mathematical expressions to 

describe the relationship between the generation of food pollutants and the factors affecting food 
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pollutants. Existing machine learning and deep learning research only focus on their own 

characteristics and algorithms for optimization and calculation, such as feedforward neural network 

and recurrent neural network models. However, for long sequence problems, gradient explosion and 

gradient disappearance will occur, at the same time, some important data will be omitted. Long 

Short-Term Memory (LSTM) [20] is mainly used to solve the problem of gradient disappearance and 

gradient explosion in long sequences during training [21]. The chain structure composed of forgetting 

gates, input gates, output gates, memory units and activation functions, compared with the 

Recurrent Neural Network (RNN) neural network, which contains a cell processor, uses gated loop 

units to process information, allowing information to pass selectively, and discarding information is 

forgotten through the forgetting gates, avoiding the problem of large prediction errors of long 

sequence information, It is the main reason that the LSTM network can process the long time series 
[22] information, so the prediction accuracy is high. LSTM is an improved time cycle artificial neural 

network, which is gradually used to build a prediction model [23]. LSTM schematic diagram is 

shown in Figure 2: 

 

Figure 2: Schematic Diagram of LSTM 

Wherein, 𝐶𝑡−1 represents the input of memory unit at time 𝑡 − 1,ht-1 represents the hidden state 

at time 𝑡 − 1,𝑋𝑡 represents the input vector at time t, 𝑖𝑗 represents the input gate, ft represents the 

forgetting gate, and 𝑂𝑡 represents the output gate, σ and tanh denote sigmoid activation function and 

hyperbolic tangent activation function. 

The three gates that make up the LSTM structure, namely, the forgetting gate, the input gate and 

the output gate, are very similar in structure, and can be obtained by processing the parameter 

matrix, sigmoid function and offset quantity according to the state of the last time and the data of 

the current time, as follows: 

Parameter matrix: 

𝐼𝑡 = 𝜎(𝑋𝑡𝑊𝑥𝑖 + 𝐻𝑡𝑊ℎ𝑖 + 𝑏𝑖)                                   (2) 

Sigmoid function: 

𝐹𝑡 = 𝜎(𝑋𝑡𝑊𝑥𝑓 +𝐻𝑡𝑊ℎ𝑓 + 𝑏𝑓)                                 (3) 

Offset: 

𝑂𝑡 = 𝜎(𝑋𝑡𝑊𝑥𝑜 + 𝐻𝑡𝑊ℎ𝑜 + 𝑏𝑜)                                      (4) 
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Wherein, 𝑋𝑡 is the input vector, the input gate is𝐼𝑡, the forgetting gate is 𝐹𝑡, 𝑂𝑡 is the output gate, 

σ is the sigmoid activation function, 𝐻𝑡 is hidden, W is the weight vector, and b is the offset term. 

The model parameters of LSTM include time step and loss function. The step size is the size of 

the time span. Common loss functions include mean square error loss function, cross entropy loss 

function and log likelihood loss function. This paper uses the mean square error loss function to 

calculate the average value after the square difference between the predicted value and the true 

value. LSTM should first preprocess the data of the training set, then create the LSTM model, set 

the loss function and optimize the algorithm, use the data of the training set to train the model, then 

use the trained model to predict the data of the test set, and then use the real value and the predicted 

value data as the mean square error and the mean absolute error. 

3. Prediction of Food Pollutants Based on Random Forest and LSTM and Its Application 

3.1. Data Sources 

The experimental data comes from the aflatoxin monitoring data of the peanut oil supply chain 

of COFCO Feixian Zhongzhi Oil Co., Ltd. There are 12 links in the peanut oil supply chain, namely, 

acquisition, storage, screening, warehousing, crushing, embryo rolling, steaming and frying, 

pressing, fine filtering, packaging, warehousing and sales. In the experiment, 1000 groups of data 

were randomly selected, each group of 12 data corresponds to 12 links, and the actual amount of 

data used was 12000. The supply chain of peanut oil is shown in Figure 3. 

 

Figure 3: Peanut oil supply chain 

3.2. Experimental Process 

In this paper, Random Forest and LSTM algorithms are applied to the mycotoxin prediction of 

each link of peanut oil supply chain, which can efficiently predict the aflatoxin content of peanut oil 

products in the whole supply chain, thus ensuring the health and safety of peanut oil products. The 

implementation flow chart of Random Forest and LSTM algorithm is shown in Figure 4. 

 

Pressed 

cake 

dumplings 

Peanut 

oil after 

pressing 
After steaming 

and stir-frying 

peanut  

Peanut 

after 

rolling 

embryos 

Broken 

peanut  

Physically 

filtered 

peanut oil 

Into the silo 

peanut (before 

breaking) 

Screened 

peanut  

storage 

peanut  

Peanut raw 

material 

Peanut oil 

after 

packaging 

After storage 

peanut oil 

Pre-processing links 

Processing links 

Sales link 

42



 

 

 

Figure 4: Flow Chart of Random Forest and LSTM Algorithm Implementation 

There are 12 links in the supply chain. Each link has a grain pollutant value, namely aflatoxin. 

First, according to these data, Random Forest and LSTM models are established to predict. For 

example, if the pollutants in the remaining links 3 to 12 are predicted according to the pollutant data 

in links 1 to 2, a model needs to be built with the values in links 1 to 2 as input and links 3 to 12 as 

output. After training, the prediction model, learn the relationship between the links. When the new 

data of links 1 to 2 is input again, the predicted values of links 3 to 12 will be output. The prediction 

model can predict the data of the first two phases and the data of the last 10 phases. Input phases 1-

2 and output phases 3-12 are recorded as 2to10 phases. It is also possible to predict the data of the 

remaining 9 links based on the data of links 1 to 3, and so on. 

3.3. Experimental Methods 

The known data is stored in the file. First, assign the read data. The previous 11 links are used as 

input, and the 12th link is used as output. Assign the data in the first 11 columns to X, that is, as 

input, and the value in the 12th column is used as output Y. 

First of all, based on the mycotoxin prediction of Random Forest method, 1000 groups of data 

are randomly sampled, and the data are divided into two groups, training set and test set. This paper 

takes 30% of the data as the test set, and assigns the divided data to the input of the training set, the 

input of the test set, the output of the training set and the output of the test set, and it is a random 

process to build the model, generate the data set, and split the data set, The random number seed is 

taken to avoid the contingency of the experiment, so that the data generated each time is not exactly 

the same. Therefore, the random number seed is taken as 5, and then the Random Forest regressor is 

called. The output of the training set obtained is compared with the real output. The predicted value 

and the real value are compared to calculate the mean square error to obtain the prediction accuracy, 

and the experimental results are shown on the graph. 

Secondly, for mycotoxin prediction based on LSTM method, first create LSTM model, set loss 

function and optimization algorithm, use gated loop unit modeling and use two-layer GRU network 

to build. Use LSTM to train the data, predict the classification results based on the characteristics of 

the training set, and then call the output of the training set obtained by your own model to compare 

with the real output. Calculate the accuracy. The characteristics of the test set also need to predict 

the classification results, and then call the output of the training set obtained by your own model to 

compare with the real output. Compare the predicted value with the real value to calculate the mean 

square error, and get the prediction accuracy, the experimental results are shown on the graph. 
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3.4. Experimental Result 

 
a. input 1 predict 2-12            b. input 1-2 predict 3-12          c. input 1-3 predict 4-12 

 
d. input 1-4 predict 5-12            e. input 1-5 predict 6-12          f. input 1-6 predict 7-12 

 
g. input 1-7 predict 8-12            h. input 1-8 predict 9-12          i. input 1-9 predict 10-12 

 
j. input 1-10 predict 11-12          k. input 1-11 predict 12 

Figure 5: Aflatoxin in each link predicted based on Random Forest 

For the prediction of each link, it is necessary to change the initial assignment of X and Y, select 

100 groups of data, and the initial size of input data is 100 × 11, the output is 100 × 1. If you want 

to change to the first 10 links and forecast the next 2 links, change the size to 100 × 10, the output is 

100 × 2. Get the results, as shown in Figure 5. The 11 result graphs are: the values of the first 11 

links are known, and the values of the 12th link are predicted; Given the values of the first 10 links, 

predict the values of the 11th and 12th links; and so on. In order to make the comparison between 

the predicted value and the real value more obvious, multiple groups of data results are extracted 

from the same graph to facilitate the analysis of the prediction effect. 

Among them, 2Pre is the second group of prediction data, and 2real is the second group of real 
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data. By analogy, the second, fifth, tenth, fiftieth, and hundredth groups of data are selected to form 

a comparison. Through comparison, it can be seen that the difference between the predicted value 

and the real value is very small, approximately coincident. Because the data is discrete, the 

difference between the aflatoxin concentration and content of each group of data is large. 

In order to compare with the Random Forest prediction method, the comparison chart of the 

prediction results using Random Forest and LSTM method is shown in Figure 6. 

 
a. input 1 predict 2-12            b. input 1-2 predict 3-12          c. input 1-3 predict 4-12 

 
d. input 1-4 predict 5-12            e. input 1-5 predict 6-12          f. input 1-6 predict 7-12 

 
g. input 1-7 predict 8-12            h. input 1-8 predict 9-12          i. input 1-9 predict 10-12 

 
j. input 1-10 predict 11-12            k. input 1-11 predict 12 

Figure 6: Comparison Effect between Random Forest and LSTM 

The data is discrete, and the data volume is small for LSTM, so LSTM cannot learn enough rules. 

As a result, only 11 to 1, 10 to 2, 9 to 3, 8 to 4, and 7 to 5 groups of data are successfully fitted, 

because there is enough historical data in the early stage, but as the data volume provided in the 

later stages decreases, and more prediction data are available, LSTM can obviously see that there is 

a large difference between the selected data of the 100th group and the aflatoxin concentration 
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predicted by the Random Forest. It can be seen that for the discrete system 

data in this paper, the LSTM prediction effect suitable for continuous system time series analysis 

is not ideal, while the Random Forest itself is an integrated algorithm with strong adaptability to 

data sets, and is good at processing missing data and discrete data. The data standardization 

requirements are relatively low, and it is not easy to fall into over fitting. Therefore, the Random 

Forest method is more ideal to achieve the data prediction of the discrete system in this paper, The 

prediction effect of grain pollutants is better than that of LSTM. 

3.5. Result Analysis 

There are two kinds of calculation formulas commonly used to evaluate the prediction error, 

namely, root mean square error and average absolute error. The root mean square error (or standard 

error) is the square root of the ratio of the square of the deviation between the observed value and 

the true value and the number of observations n. In actual measurement, we can only observe n in a 

very small range, and only replace it with the most consistent one. Here is the root mean square 

error formula: 

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑖−𝑦𝑖̂)
2𝑁

𝑖=1

𝑁
                                                    (5) 

The absolute value of each single observation value and calculated operative mean value. 

Compared with the average error, the average absolute error is converted into absolute value and 

cannot be eliminated by positive and negative phases. Therefore, the average absolute error can 

reflect the reality of the prediction error with the highest efficiency. The average absolute error 

formula is as follows: 

𝑀𝐴𝐸 =
∑ |(𝑦𝑖−𝑥𝑖)|
𝑁
𝑖=1

𝑁
                                                        (6) 

From the results, it can be concluded that the accuracy of the results of the Random Forest model 

test set and training set is high, and the mean square error is small, which proves that the 

implementation is very successful. From the results of the code, it can be seen that the error 

between the predicted value and the real value is small, and the average absolute error result is more 

accurate, as shown in Table 1. 

Table 1: Precision and mean square error results of Random Forest 

Model RMSE 

(Random Forest) 

RMSE 

(LSTM) 

MAE 

(Random Forest) 

MAE 

(LSTM) 

1to11 0.0733 20.3887 0.0460 14.9502 

2to10 0.0667 17.0384 0.0425 12.0458 

3to9 0.0607 14.6300 0.0383 10.2142 

4to8 0.0569 12.3375 0.0343 8.5860 

5to7 0.0490 9.7335 0.0284 6.8116 

6to6 0.0393 6.3201 0.0208 4.5067 

7to5 0.0214 0.0681 0.0082 0.0325 

8to4 0.0190 0.0306 0.0061 0.0155 

9to3 0.0083 0.0246 0.0046 0.0167 

10to2 0.0089 0.0239 0.0047 0.0159 

11to1 0.0126 0.0197 0.0060 0.0119 

It can be seen from Table 1 that according to the obtained mean square error and mean absolute 

error data, the Random Forest algorithm performs well in predicting aflatoxin, and the results are 
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relatively ideal. For the mean square error and mean absolute error of 11 to 1, 10 to 2, 9 to 3, 8 to 4, 

and 7 to 5, it is found that the predicted value and the true value are highly consistent, but the other 

groups of data have large errors. When LSTM algorithm is used to predict aflatoxin with a large 

number of inputs, that is, 11 to 1, 10 to 2, 9 to 3, 8 to 4, and 7to5, the results of these models are 

similar to those of Random Forest. However, in the 1to11, 2to10, 3To9, 4To8, 5to7, and 6to6 

models, we can see that the mean square error and mean absolute error have significantly increased, 

and the maximum is 20.3887. It can be seen that the effect of Random Forest algorithm is more 

ideal. 

In the aflatoxin prediction based on Random Forest, aflatoxin in 12 links of peanut oil supply 

chain is discrete system data. A large number of decision trees contained in Random Forest can 

better improve the ability to describe discrete systems and have higher prediction accuracy for 

discrete systems. At the same time, because the Random Forest uses the integrated algorithm, its 

accuracy is higher than that of the single algorithm and traditional algorithm which are only 

applicable to continuous process prediction. In addition, the training of Random Forest model is fast, 

easy to form parallel operations, and can predict the interaction between different data. 

In the prediction of aflatoxin based on LSTM, because there are four full connection layers in 

each LSTM cell, and the network of the algorithm itself is very deep, LSTM takes a lot of time to 

run the program. If LSTM needs to predict data with a large time span, it will take a lot of 

computing time. 

It can be seen that Random Forest has more advantages than LSTM in the prediction of 

pollutants in the food supply chain. Because a large amount of data needs to be used in the neural 

network in order to truly achieve the effectiveness of data processing, LSTM neural network will 

greatly reduce the prediction accuracy in the case of less data in the input layer. When using a 

Random Forest to face this situation, multiple decision trees can be combined into a model to 

achieve better prediction results. 

4. Conclusion 

Aiming at the problems related to the variety and complexity of food pollutants in the research of 

food pollutant prediction, the traditional prediction methods for food pollutants consider few factors 

and cannot accurately predict the type and content of pollutants, according to the integrated learning 

theory applicable to discrete system modeling and the neural network theory applicable to time-

space series prediction, the prediction methods for food pollutants based on Random Forest and 

LSTM are proposed respectively. 

The main research work and innovation points of this paper include the following:1) Based on 

the theory of integrated learning, a grain pollutant prediction model based on stochastic forest 

algorithm is proposed to predict the content of grain pollutants and calculate the prediction 

accuracy.2) Based on the theory of neural network, a grain pollutant prediction model based on 

LSTM algorithm is proposed to realize the prediction of grain pollutant content, calculate the 

prediction accuracy, and compare the method with the Random Forest algorithm. 

Through the application of aflatoxin data in peanut oil supply chain in this paper, the results 

show that stochastic forest algorithm has greater advantages in predicting food pollutants, and is 

superior to LSTM algorithm in terms of prediction accuracy and operation efficiency. Of course, 

Random Forest also have a lot of room for improvement. The Random Forest is composed of 

multiple decision trees, and because each decision tree needs an independent operation space, which 

just affects the efficiency of calculation. Assuming that the number of decision trees is 

appropriately changed, the number of decision trees and the operation time can reach an optimal 

combination, which can avoid wasting too much decision tree resources. 
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It is also known from the application results of examples that, for the case data in this paper, the 

prediction effect of LSTM is generally worse than that of Random Forest, and the effect of LSTM 

algorithm in predicting some links is relatively good, which is similar to that of Random Forest, 

indicating that LSTM has certain advantages in predicting time series, and can solve the problems 

of gradient disappearance and gradient explosion of traditional neural networks. The algorithm 

itself has strong self-learning ability, but for the model with small input data, the effect is not very 

good, and the mean square error and the average absolute error are both large. 
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