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Abstract: International event data can be seen as sensors that explain the interaction of 

countries. With the help of international event data, we can quantitatively analyze 

bilateral and even multilateral relations, which has very important reference value for 

stakeholders such as multinational companies and policy makers. This article explores the 

potential of the GDELT large database in the analysis and prediction of international 

event data. First, we introduced the GDELT database, data format and coding system of 

International Events Data Analysis. Second, we select all interaction events between 

China and other countries in the world from February 2020 to September 2021 to 

understand China's interaction with other countries and the trend of China's international 

evaluation through the analysis of conflict-cooperative events and media tone. Finally, we 

selected a more random “AvgTone” field for prediction, and proposed a prediction model 

based on the Encoder-Decoder Attention framework. After experiments, the model can 

still converge against data with a lot of noise, which proves the potential value of deep 

learning algorithms in international event data analysis. 

1. Introduction 

Predictive research is an important part of international relations research. Many international 

relations scholars agree that predictive research on international issues has the operability of social 

sciences. The core task of traditional forecasting research is to select appropriate conflict 

independent variables, through variable control experiments, and use statistical methods to discover 

the inevitable causal connection between independent variables and conflict outbreaks. Human 

society, as a complex system, often has many variables behind a simple social phenomenon[1]. The 

relationship between phenomena and variables is not a simple linear interaction, but a complex 

nonlinear activity, and there are also mutual influences between variables. It is very difficult to 

make a clear explanation of the complicated causality behind a certain social phenomenon. 

The development of big data and data mining technology has raised the awareness of 

“relevance” in international problem forecasting research. Although big data technology has 

achieved good results in other fields, it has not yet received enough attention in the field of 

international relations. Therefore, it is necessary to explore the application of big data in the field of 

international relations and introduce new technical models to improve the accuracy of predictions. 
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2. Related Work 

In the field of international relations, some scholars have used the data of GDELT and GTD to 

study the relationship between the content and frequency of information transmission and the 

outbreak of terrorist attacks. The content of information transmission is measured by the social 

sentiment value, that is, the Tone value of GDELT. The frequency of information transmission is 

calculated by the sum of the number of news reports and social posts related to the British 

government every day, and the signal content × signal frequency is used as a conflict vector to 

simulate real conflicts. Situation. Studies have shown that there is a correlation between the 

fluctuations of social emotions and the frequency of terrorist attacks. The lower the value of social 

emotions, the higher the probability of terrorist attacks. Some scholars use the event data in GDELT 

to propose a Multi-input LSTM-based international relations prediction model, which can be used 

to predict future conflicts and cooperation between countries[2]. 

In the field of conflict prediction, based on the event flow data of five countries in Southeast 

Asia, some scholars have used the Hidden Markov Model (HMM) to predict indicators related to 

national instability[3]. Some scholars use GDELT and machine learning models to study large-scale 

riots at the state and county levels in the United States, and to perceive and predict social unrest at 

the county level[4]. Some scholars have combined social media data, night light data and GDELT 

data volume to conduct research on the “Arab Spring”[5]. GDELT can quantify the development of 

conflict events in the “Arab Spring”. Social media data and changes in night lights indicate the 

intensity of the conflict. 

3. Data  Analysis 

3.1 GDELT Database 

GDELT is a project initiated by Kalev Hannes Leetaru in 2012. It is a global, free and open 

rolling event database.With the support of Google Jigsaw, GDELT can detect portals, print media, 

and online media in more than 100 languages around the world in real time, and automatically 

extract important people, important organizations, geographic locations, news tone and other event 

elements in news media, and encode them Is the event data. The database uses the CAMEO coding 

system[6], updated once every 15 minutes. The event data provided includes both time and space 

dimensions. 

GDELT stores data on Google’s servers, and with the help of GoogleBigQuery, data can be 

extracted and preliminary exploratory analysis can be performed.With this service, users can use 

standard SQL to query and export data, and even perform analysis and modeling on the entire data 

set. 

3.2 Data Analysis 

Through the SQL query of GoogleBigQuery, we can get the event data we want arbitrarily. We 

screened all events with the Actor1CountryCode field of “CHN” from February 2020 to September 

2021, a total of 295,996 pieces of data, representing all interaction events between China and other 

countries during this time period, and based on this analysis of China and Other interaction 

conditions. 
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Fig.1 Proportion of Interactive Countries 

The “QuadClass” field of GDELT divides events into four types based on conflict and 

cooperation: 1 verbal cooperation, 2 material cooperation, 3 verbal conflict, and 4 actual conflict. 

Through statistical analysis of the “QuadClass” field, we can roughly understand the conflict and 

cooperation between China and other countries. 

 

Fig.2 Proportion of Conflicts and Cooperation Incidents in Interactive Countries 

By counting the “Actor2CountryCode” field of event participant 2, we can get the proportion of 

all countries that interacted with China from February 2020 to September 2021. Statistics show that 

the top ten countries with the most interactions with China are the United States, Australia, the 

United Kingdom, Russia, Japan, Pakistan, Canada, the European Union, Philippines and Iran, 

accounting for 54% of all countries. From this we can see that the countries that interact with China 

more often include several major developed economies, China’s strategic partners, and China’s 

neighboring countries. Therefore, with the aid of event data, we can see the status of a country in 

the international system structure and the country's diplomatic focus. By further analyzing the 

proportion of conflicts and cooperation events in each country, we can also explore the specific 

interactions between China and each country. 

4. Model 

4.1 System Overview 

In the past, GDELT-based forecasting studies were mostly about the number of events of a 

certain type. Combining with the powerful fitting ability of neural network, in this article we try to 

predict a more random field “AvgTone”. Based on the previous exploratory analysis of GDELT 

data, we propose a media tone prediction model based on the Encoder-Decoder Attention 

framework. The sequence of events in the previous month is input to the model to predict the tone 

of the media in the next week. In our proposed news media tone prediction model, it mainly 

includes two parts: (1) event encoder, used to extract the features of the event sequence of the 
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previous month, (2) attention layer, the influence on the event sequence of the previous month 

Calculate the degree to get the weight score (2) Event decoder, according to the event features 

extracted by the encoder and the context vector generated by the attention layer to generate the 

media tone of the next week. 

 

Fig.3 Model Overview 

4.2 Model Architecture 

4.2.1 Embedding Layer 

In machine learning tasks, one-hot encoding is usually done for discrete features that have no 

meaning in size. The one-hot encoding method is to use N-bit status registers to encode N states, 

and each state has an independent register bit. For a feature, if it has n possible values, it becomes n 

binary features after one-hot encoding. 

Although one-hot encoding solves the problem of processing category features, it also has a 

series of shortcomings. Since only one bit in each status register is active, it will cause the one-hot 

vector to be too sparse and excessively occupy computing resources. Therefore, we need to perform 

the calculation after embedding each one-hot vector. The embedding layer in the model can be 

understood as mapping data from a high-dimensional space to a low-dimensional space. In each 

embedding layer, matrix multiplication is performed on the one-hot vector. The calculations 

performed in the embedding layer are as follows: 

                                       (1) 

The specific process of embedding is as follows: First, a vocabulary is constructed for each 

category feature, which contains all the value types in the category feature, and the vocabulary will 

assign an index value to each value. For example, we have a total of 295,996 data samples, and the 

type of value contained in the Actor1Code field is 79. Therefore, the vocabulary length of 

Actor1Code is 79, and the index value is [1,2,3, ..., 79]. Therefore, the 295,996 values in the 

Actor1Code field can all be represented by integers from 1 to 79. According to the index value of 

Actor1Code, the deep learning framework can automatically create a one-hot matrix of 295996×79. 

This one-hot matrix is subjected to a matrix multiplication operation with an embedded query 

matrix with a dimension of 79×M, and a matrix with a dimension of 295996×M is obtained. After 
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the above calculation, the original 79-dimensional feature vector is reduced to an M-dimensional 

vector (M<79). 

4.2.2 Lstm Encoder 

Recurrent Neural Networks(RNNs) are proposed in 1980s and in principle can creat and process 

memories of arbitary sequence of input patterns. RNNs are kinds of neural networks that are 

specially used for processing sequential data like x^((1)),...,x^((t))just as Convolution Neural 

Networks(CNNs) for grid data in special. Due to the inevitable defects of RNNs, some improved 

versions of RNNs are proposed. The Long Short-Term Memory Network(LSTM)was proposed to 

solve the defect of long-term dependency of RNNs[7]. Long-term dependencies refer to the fact that 

the state of the current system may be affected by systems that existed a long time ago, a problem 

that RNNs cannot solve. In general, LSTM performed better in memory of long sequences than the 

normal RNN. Considering that there is a certain autocorrelation in that tone of news media for a 

period of time, We choose LSTM as the feature extractor of the event sequence in the part of model 

encoder, which is used for extracting the time-dependent features in the event sequence of the 

previous month. All RNNs contain chain repeat units of neural network. Unlike RNN, there are five 

components in an LSTM unit: an input gate i_t , a forget gate f_t , an output gate o_t, a memory cell 

c_t, and a hidden state h_t. They are all vectors in R^k, where k is the dimension of hidden state. 

Formally, given a time series {x_1 , x_2, ...,x_T} with x_t ∈ R^m, each step in LSTM’s recursive 

process can be defined as a collection of functions as follows: 
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Where x_t is the input of current time step t,h_(t-1) is the hidden state of last time step t-1, 

W_i,W_f,W_o,W_u∈R^(k×(k+m)) are the weight matrices , b_i,b_f,b_o,b_g∈R^k are the bias 

vectors. ⊙  represents element-wise mutiplication, σ and tanh denotes sigmoid function and 

hyperbolic tangent function. The functions are as follows: 
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It can be seen from the mathematical formulas of the LSTM unit that when the input x_t of t 

moment enters the LSTM unit, the input gate i_t controls the input value that needs to be updated in 

the memory cell c_t of the current moment, the forgetting gate f_t controls the update of the median 

value in the memory cell c_(t-1) of the previous moment, and the output gate is responsible for o_t 

filtering the stored value in the memory cell c_t of the current moment and generating the hidden 

state h_t, which enters the update of the next cycle together with x_(t+1) of the current moment. 

Therefore, given an input of a sequenc data {x_1 , x_2, ...,x_T}, x_t∈R^m , the output of LSTM 

network can be seen as {h_1 , h_2, ...,h_T}, h_t∈R^k. 
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4.2.3 Attention Layer 

The Attention mechanism has been widely used in various deep learning tasks and has achieved 

very good results. The intuition of the Attention mechanism is that the importance of different parts 

of the input sequence is different, and the gating unit of LSTM can also be regarded as a saliency-

based Attention. At present, most of the Attention mechanisms are applied in the Encoder-Decoder 

framework. In RNN, the application of Attention is to multiply the calculated attention weight with 

the hidden state generated by the RNN. According to existing research, many Attention 

mechanisms have been produced. Minh-Thang Luong studied the application of Attention in 

machine translation tasks, and proposed Global Attention and Local Attention[8]. Local Attention 

only applies Attention to fixed-size windows each time, so it can save computing resources 

compared to Global Attention, but the selection of the time window size will affect the calculation 

results. In order to maximize the effect of the model, we select Global Attention as the Attention 

layer of our model. 

The Global Attention mechanism will consider all the hidden states of the Encoder when 

generating the context vector c_t. h_t represent the current hidden state while h ̃_s denotes the 

hidden state of all time steps of the input sequence. 

After calculating the similarity between h_t and h ̃_s, a variable-length alignment vector is 

generated, and its dimension is equal to the number of time steps belonging to the sequence: 

                                                         (4) 

There are three main methods for calculating attn(x): 

                                          (5) 

In the results of Minh-Thang Luong's research, dot is better for global, so we choose dot 

calculation method in our model. The specific method is to calculate the similarity between the 

hidden state on the 30th day (32-dimension) and the hidden state of the first 30 time steps as a dot-

product, and then calculate the attention weight through softmax, and hide the weight with each 

time step of the RNN Multiply the states to get the final context vector (32-dimension). Finally, 

after splicing with the context, it is input into the decoder as the initial hidden state (64-dimension) 

of the decoder. 

4.2.4 LSTM Decoder 

The structure of the Decoder part of the model is similar to that of the Encoder part. We also 

select LSTM to decode the features extracted by the Encoder part. The difference is that in the 

Encoder part, we initialize h_0 at the 0th time step of the LSTM to an all-zero vector. In the Decode 

part, the initial hidden state of LSTM is the splicing of h_30 and context vector. After the event 

occurs, the encoding of the event feature has been determined, and the tone of the media report is 

calculated after the media report. Therefore, we use the event feature as the input of the Decoder, 

which is the same as the Encoder part, and these attributes also need to be embedded. For the 

hidden state generated by LSTM, we add a fully connected layer to process it, and map the hidden 

state learned by LSTM to the sample label space corresponding to the label. 
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The input of the Decoder part is the event feature after embedding. Since “AvgTone” is the part 

we want to predict, we initialize the first input “AvgTone” field to zero, stitch it with other 

embedded features, and input it into the decoder. After the first time step’s hidden state h_1 of 

LSTM is processed by the fully connected layer, the predicted value y_1 of the first day is obtained, 

and then we splice y_1 with the event attributes of the second day as the input of the second time 

step of LSTM , And so on to get the predicted values of  “AvgTone” in the next 7 days. 

5. Experiment 

First of all, we first perform one-hot encoding on the category features of the event. The specific 

operation is: use a counter to count the number of occurrences of each category feature value. This 

step can calculate how many types are in each category feature Feature value; use the natural 

language processing module “torchtext” in Pytorch to construct a vocabulary for each category 

feature, and automatically create an integer index for each value, the index indicates the location of 

the one-hot status register activation; finally, each category feature Integer index for splicing, 

python can automatically create a one-hot matrix of the corresponding dimension according to the 

index. 

Second, the dimensions of the data must be processed to meet the requirements of the model. 

Because we want to use the events of the previous 30 days to predict the tone of the media in the 

next 7 days, we divide the 295,996 pieces of data into 9866 sequences of length 30, discard the last 

16 pieces of data, and use them as the input part of the model with a dimension of 9866 ×30×7. 

Then we sample the 7 pieces of data after 30 pieces every 30 days as the input and output of the 

Decoder part of the model, with a dimension of 9866×7×7. 

Then, embedding features of each event category. We have selected 7 category features, there 

are a total of 7 embedding layers at the input. Suppose the dimension of the input one-hot matrix is 

295980×N, and the dimension of the query matrix is N×M. For the calculation method of M, we set 

it to N^(1/4), and then round down N^(1/4) to get the final value of M. After we embed each 

category feature, we splice each category feature and the numerical feature of the event to obtain 

the event sequence representation on the Encoder side. 

In the Encoder part of the model, the dimension of the output vector  is 32, and the context 

dimension calculated by Attention is 32. The two parts are spliced into a vector with a dimension of 

64 and input into the Decoder part of the model. We randomly sample 70% of all data as the 

training set and 30% as the test set. We select the Adam algorithm as the model optimizer, the 

learning rate is set to 0.0001, the error calculation method is selected as MSELoss, the model is 

trained for 200 epochs, and the MSELoss of the training process The decline is as follows: 

 

Fig.4 Mseloss 
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From the figure, we can see that when the model is trained to the 20th epoch, the MSELoss of 

the test set drops to the lowest point of about 1.0, after which there is basically no change, and the 

MSELoss of the test set can continue to converge. The reason is that after the 20th epoch, the model 

has been overfitted on the training set, so the MSELoss on the test set no longer drops. 

6. Conclusion 

This research focuses on the application value and potential of the GDELT large database in 

international event data analysis, and sorts out the data types, historical development and 

application of international event data analysis. The GDELT large database selects China from 

February 2020 to 2021. All interaction events with other countries in September, analyzing the 

interaction events between China and other countries in the context of the epidemic and China's 

international media evaluation. Select the top ten countries with the highest interaction frequency 

with China, analyze the conflicts and cooperation between China and these countries during this 

period through analysis of conflict-cooperation events.Through real-time monitoring of a country’s 

event flow and analysis of whether there are abnormal fluctuations, the occurrence of major events 

within the country can be monitored in real time. 

Based on the above data exploration and analysis, we also proposed a media tone prediction 

model based on Encoder-Decoder Attention. The model encoder extracts the features of the event 

sequence of the previous month, and then calculates the attention weight of the hidden state of the 

encoder at each time step through the Attention mechanism, and splices the generated context 

vector with the output of the encoder at the last time step. , As the initial hidden state of the decoder 

to generate the media tone of the next week. Experiments show that the MSELoss could reach 0.95. 
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