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Abstract: Recently, wind power technology has been extensively applied in the world. Wind 
turbine is the fundamental equipment of the entire power generation system, and its selection 
involves many factors, such as technology, economy, environment and suppliers. The 
correlation of evaluation indexes and the uncertainty of decision-making environment further 
increases the complexity of selection. Based on it, this paper proposes a new multi-criteria 
group decision making (MCGDM) method based on weighted Lq-ROF Hamacher average 
(WLq-ROFHA) operator. Due to the flexibility and universality of linguistic q-rung orthopair 
fuzzy (Lq-ROF) set in expressing linguistic fuzzy information, Lq-ROF is chosen to express 
evaluation information. Firstly, the qualitative criterion from multiple angles is selected to 
build the wind turbine evaluation criteria system; secondly, considering the conflict and 
correlation between the criteria, we propose the Lq-ROF Hamacher average (Lq-ROFHA) 
operator and WLq-ROFHA operator, and study several properties of the proposed operators. 
The statistical variance (SV) method is used to determine the attribute weight to consider the 
hesitation degree of decision-makers' preference. 

1. Introduction 

With the rapid development of urbanization, people's demand for energy is constantly increasing. The 
use of oil, coal and other fuels has caused great environmental pollution problems, and the amount of 
fuel reserves is decreasing day by day, so the traditional fossil fuels have been unable to meet the 
needs of social development. The global energy landscape is changing and entering a diversified era 
dominated by clean energy. The utilization of clean, efficient and green renewable energy such as 
wind energy, tidal energy, solar energy, biomass energy and geothermal energy is increasing, and the 
development of renewable energy is the main way to solve the energy crisis. Compared with other 
renewable energy, wind energy has become the focus of energy reform in various countries due to its 
advantages of relatively mature technology, abundant resources and flexibility in utilization [1]. 
Recently, wind power has become the fastest-growing form of energy use in the world, and its 
proportion in the global power structure is gradually increasing [2]. Based on the latest data from the 
Global Wind Energy Council [3], by the end of 2019, the global cumulative installed wind power 
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capacity reached 651.1GW, an increase of 10% compared to 2018. The new installed capacity in 2019 
is 60.4GW, making it the second year of increase after 63.6GW in 2015.  

The working principle of wind turbines is that the wind drives the rotation of the fan blades, which 
transfer mechanical energy through the spindle gearbox to the generator, which converts mechanical 
energy into electrical energy within the range of speed. The efficiency and development prospects of 
wind farms depend on the location of wind farms, the layout of the site and the selection of efficient 
wind turbines [4]. Wind Turbines is the key equipment in the entire power generation system [5]. 
Taking a 5MW onshore wind power generation project as an example, the cost of wind turbines 
accounts for 64% of the total investment [6]. With the development of fan manufacturing enterprises 
in the world, different types of fans with different technical routes and performance parameters 
emerge one after another. The choice of wind turbine is related to the annual power generation and 
overall efficiency of wind power plant, and its selection design needs to combine its own 
characteristics, plant terrain features [7], economic benefits, environmental impact and other factors, 
which increases the complexity of the selection problem. In practical selection decision, some factors 
come into conflict with each other, such as hub height and energy output efficiency, rotor diameter 
and rated wind speed. The optimization of one factor will have a negative impact on other factors, so 
the conflict and contradiction of criteria should be fully considered [8]. Based on the problem of wind 
turbine selection, a new MCGDM model is constructed in this paper, which provides a scientific and 
reliable decision basis for decision makers (DMs). 

2. Literature Review 

2.1. Wind Turbine Selection 

Wind turbine selection involves technology, economy, environment and customer satisfaction. At 
present, scholars have applied a variety of decision models to the selection of wind turbines. In this 
paper, the latest research literature in this field has been sorted out, as shown in Table 1. 

Although a large number of scholars have used modelling to explore this problem, the defects of 
the existing research are as follows:  

The decision-making model can't consider the complexity of the conflicts among the indicators; 
The evaluation angle is single. There are many researches on the selection of technical level, but the 
selection of indicators is too specialized. In the actual decision-making, it is difficult to obtain 
accurate technical values; Decision-making methods are complex and outdated, such as particle 
swarm optimization algorithm and genetic algorithm, which increase the complexity of decision 
calculation; The expression of the evaluation information and the degree of hesitation were not 
considered, and most of the methods adopt quantitative evaluation. Some decisions involve only one 
expert, making the decision matrix limited. Based on the existing research, this paper proposed a new 
MCGDM method based on WLq-ROFHA operator. 

Table 1: Method of wind turbine selection problem. 

Methods Literature 
AHP [9] 
AHP [10] 

The Unified And-Or Operator [11] 
The Unified And-Or Operator [12] 

Fuzzy Airthmetic Mean Operator [8] 
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ISM , FANP [13] 
TOPSIS , EDAS ,Borda [14] 

MOEAs [15] 
Weighted Sum Approach [16] 

PSO , DE , GA [17] 
AHP [18] 
PSO [19] 

BOCR , AHP [13] 
VIKOR , AHP [20] 

IFN , Fuzzy Measure [21] 
 

2.2. Research Situation of Our Method 

2.2.1. Lq-ROFS 

How to express and characterize uncertain information is a key research content in fuzzy MCDM 
problem. Liu et al. [22] proposed the concept of Lq-ROFS which satisfy the condition, where is the 
membership degree (MD) and is the non-membership degree (NMD). Compared with linguistic 
intuitionistic fuzzy set (LIFS) and linguistic Pythagorean fuzzy set (LPFS), Lq-ROFS can broaden 
the range of evaluation information by changing the value of parameter q [23]. With the wide 
application of Lq-ROFSs, scholars combine them with information aggregation operators to carry out 
a series of researches. Liu et al. [24]presented the Lq-ROF weighted averaging operator and Lq-ROF 
weighted geometric operator; Liu et al. [25] defined the entropy measure of the Lq-ROFS and applied 
the power average operator and the Muirhead mean operator to the Lq-ROFS, and combined with the 
concrete example to calculate; Li et al.[26] extended the Heronian mean operator and similar 
operators to the Lq-ROFS, and applied this method to the MCDM problem; Rong et al. [27]proposed 
complex Lq-ROFS and a series of operational laws, and adopted Maclaurin symmetric mean operator 
to integrate the evaluation results; Liu et al.[28]defined the comparison method of probabilistic 
linguistic q-rung orthopair fuzzy number(Lq-ROFN), and used weighted averaging operator to 
evaluate values; Liu et al.[29] presented the concept of uncertain Lq-ROFS, and extended the 
aggregation operators such as weighted average operator, ordered weighted average operator and 
hybrid weighted average operator to the environment of the fuzzy set. 

2.2.2.  Hamacher Operator 

Hamacher operators are widely used in MCDM problems because they can accurately deal with fuzzy 
information and the correlation between criteria. Chen et al.[30]combined the Hamacher weighted 
average opeartor and the Hamacher weighted geometric operator with proportional interval T2 
hesitant fuzzy set, and proposed the Ham-PIT2HPWA operator and the Ham-PIT2HPWG operator; 
Wu et al. [31] proposed some Hamacher aggregation operators in the single-valued neutrosophic 2-
tuple linguistic environment, and analyzed their sensitivity to prove their feasibility; Tan et al. 
[32]presented a family of hesitant fuzzy Hamacher operators, which are used to aggregate hesitant 
fuzzy information; In the study of the selection of financial technologies, Mao et al.[33]used 
probabilistic linguistic term set to represent the evaluation information of DMs, and Hamacher 
operators were applied to aggregate the evaluation information; Liu et al.[34] combined the Hamacher 
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aggregation operator with neutrosophic set, and proposed a series of generalized aggregation 
operators. Some scholars have applied the Hamacher operational laws to the q-ROFS environment 
and proposed q-ROF Hamacher Average Operator and the weighted q-ROF Hamacher Average 
Operator [35], the dual hesitant q-ROF Hamacher hybrid average operator, the dual hesitant q-ROF 
Hamacher hybrid geometric operator etc [36]. Based on previous studies, this paper expands the 
deformation of traditional Hamacher Operators and applies them to Lq-ROFS problem. 

3. Wind Turbine Evaluation Criteria System 

3.1.  Technical Characteristics 

 Rotor diameter: refers to the length of the rotor blades. The rotor blades are used to capture the 
wind and transfer it to the axis of the rotor. A larger rotor diameter means a wider scanning area 
and more wind energy can be obtained.  

 Hub height: refers to the height from the ground to the sweep surface of the wind wheel. Wind 
speed depends on the height and location of the site, and the higher the hub height means the 
more wind power the turbine receives.  

 Capacity factor: refers to the ratio between the actual capacity of a generating system and its 
rated capacity, it's a unitless ratio factor. The larger the capacity factor is, the better the 
generation effect of the generation system is.  

 Operational convenience: turbine structure and design affect the actual operation of the 
operation and convenience.  

 Availability: refers to the normal operation of the generator set after deducting the failure of the 
generation system and the failure of the turbine equipment, and is an important index to evaluate 
the operation condition of the wind turbine.  

 Rated wind speed: refers to the specified wind speed output when the wind turbine reaches the 
rated power, also known as the design wind speed.  

 Cut-in wind speed: refers to the minimum wind speed at which a wind turbine is operating. It’s 
a negative criterion. A smaller cut wind speed allows the turbine to operate at low wind speed. 

 Field compliance: the selection of turbines should be adapted to the actual layout of the wind 
farm. The field compliance is the criterion to measure the match of turbines and power plants in 
a specific region.  

 Technical reliability: higher reliability means easier replacement of parts, lower failure rates, 
more timely maintenance, etc., resulting in longer equipment life cycle, lower maintenance costs 
and better economic benefits.  

3.2. Economic Benefit 

 Capital cost: refers to the initial cost of building a turbine, including turbine equipment, 
transportation and system installation. It’s a negative criterion.  

 Operation and maintenance cost: wind turbine daily operation and maintenance costs, including 
regular maintenance, parts replacement, equipment maintenance and other parts. It’s a negative 
criterion. 

 Net present value: refers to the difference between the sum of discounted cash flows at each 
stage of the life cycle of a wind power project and the initial investment. The criterion is related 
to the life of wind power unit, power unit price and other factors, and is an index to evaluate the 
net income of wind power system.  
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3.3. Environmental Issues 

 Land use: refers to the area of land needed to build a wind power system. It can be measured by 
the number of units of land that can be built on. It’s a negative criterion.  

 Noise emission: refers to the wind turbine operation process is affected by the airflow and its 
own components rotation, blades and unit components emit large noise. It’s a negative criterion. 

 Visual impact: the design and layout of wind farms should fully consider the conformance with 
the surrounding environment and reduce the visual nuisance to observers. It’s a negative 
criterion. 

 Impact on eco-systems: the construction of wind power system will cause great damage to soil 
and vegetation, and the noise, electromagnetic effect and so on will pose great threat to the local 
ecological environment and wildlife habitat environment. It’s a negative criterion. 

3.4. Supplier Performance 

 Satisfaction level of supplier: this is an important indicator to evaluate the performance of 
suppliers, which is related to equipment reliability, timely maintenance service, technical 
support for replacement of parts and other factors provided by suppliers.  

 R&D capability of supplier: refers to the supplier's ability to update technology and develop new 
technology. It determines the level of subsequent application and improvement of turbine 
equipment.  

 Delivery: refers to the time it takes for the buyer to receive the equipment after the turbine order 
is placed. It’s a negative criterion. 

 Integration capability of system: refers to the ability of equipment, components, operators, 
communications technology, and other discrete parts of a power generation system to be 
integrated into a whole.  

4. Preliminaries 

4.1.  Lq-ROFS 

Definition1: [37]Let { }= s | 0,1, ,iS i t=  be a linguistic term set, si S∀ ∈ ,then S can be depicted as: 

                0 1 3

4 5 6

 ,  , ,
=

,  ,  .
s extremely poor s very poor s medium

S
s good s very good s extremely good
= = = 

 = = = 
                     (1) 

Definition2: [38] Let { }1 2= , , , nX x x x  be a fixed set, the q-ROFS A on X is defined as: 

 ( ) ( ){ }= , , |j A j A j jA x u x v x x X∈                                                  (2) 

Where ( )A ju x and ( )A jv x signify the MD and NMD of jx in A ,with ( ) [ ]0,1A ju x ∈ , ( ) [ ]0,1A jv x ∈  

and ( ) ( )0 1, ( 1)
q q

A j A ju x v x q≤ + ≤ ≥ . ( ) ( ) ( )( )1
q q

q
A j A j A jx u x v xπ = − − is the indeterminacy degree 

(IND). In addition, we call as a q-rung orthopair fuzzy number (q-ROFN), which can 

be written as ( ),A AA u v= . 

Definition3: [22] Let { }1 2= , , , nX x x x  be a fixed set, { }1 2= , , , tS s s s  be a linguistic term set. An 
Lq‐ROFS defined in X is represented by: 

( ) ( )( ),A Au x v x
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 ( ) ( ){ }= , , |u vA x s x s x x X∈                                                   (3) 

where ( ) ( ) [ ]0,,u v ts x s x S∈ ,and ( )us x represents the linguistic membership degree, ( )vs x represents 

the linguistic non-membership degree. x X∀ ∈ , the condition ( )1q q qu v t q+ ≤ ≥ is satisfied, then we 

call ( ),u vA s s= as an Lq-ROFN, and we regard [ ]0 tχ
， as the set of Lq-ROFNs on the basis of [ ]0 tS

， . 

( ) ( )q q qqA t u v
x sπ

− −
= is the IND. 

Definition4:[22]Let ( )1 1 1= ,u va s s and ( ) [ ]2 2 2 0= ,u v ta s s χ∈
， be two Lq-ROFNs, 0λ > ,the operational 

rules can be depicted as: 

1 1 2
1 2

1 2

1 2 ,
q q qq q

q

v v
u u tu u

t

a a s s
 
 + − 
 

 
 

⊕ =  
 
 

                                                         (4) 

11 2
1 2

1 2

1 2 = ,
q q qq q

q

u u
v vt v v

t

a a s s
 
 + − 
 

 
 

⊗  
 
 

                                                         (5) 

1
1

1

1

1

,
qq

q q
q

vtu tt t
t

a s s λ
λ

λ
         − −     

 
 
 =
 
 
 

                                                        (6) 

1
1

1

1

1

,
qq

q q
q

ut vt t t
t

a s sλ
λ

λ

          − −     

 
 
 =
 
 
 

                                                        (7) 

Definition5: [22] Let ( )1 1 1= ,u va s s and ( ) [ ]2 2 2 0= ,u v ta s s χ∈
，  be two Lq-ROFNs, where 1q ≥ , then 

the Hamming distance is defined by: 

 ( ) 1 2 1 2 1 2
1 2

+ +
, =

2

q q q q q q

H q

u u v v
d a a

t
π π− − −

                                           (8) 

where ( ) ( )2 1,2q q qq
j j jt u v jπ = − − = , 1q ≥ . 

Definition6: [22] Let ( ) [ ]0= ,u v ta s s χ∈
，  be an Lq-ROFN, its score function and the accurate 

function can be defined as:  

 ( ) +=
2

q q q
q t u vS a −                                                     (9) 

  ( ) q q qH a u v= +                                                     (10) 
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Definition7: [22] Let ( )1 1 1= ,u va s s  and ( ) [ ]2 2 2 0= ,u v ta s s χ∈
，   be two Lq-ROFNs, based on 

Definition6, then if ( ) ( )1 2S a S a  , then
1 2a a  ; if ( ) ( )1 2=S a S a  ,then, if ( ) ( )1 2H a H a  ,then

1 2a a ;if ( ) ( )1 2=H a H a ,then
1 2=a a . 

4.2.  Hamacher Operations of Lq-ROFS 

Hamacher[39]proposed Hamacher t-norm and t-conorm for constructing aggregation operators in 
1978. The flexibility of information processing is increased because of the parameter change involved 
in its operation. The Hamacher t-norm and t-conorm are defined as follows: 

 ( ) ( )( )
, , 0

1
abT a b a b

a b ab
γ

γ γ
= ⊗ = >

+ − + −
                                    (11) 

 ( ) ( )
( )( )

1
, , 0

1 1
a b ab ab

T a b a b
ab
γ

γ
γ

+ − − −
∗ = ⊕ = >

− −
                                   (12) 

Definition8: Let ( ),u va s s= , ( )1 1 1,u va s s= and ( )2 2 2,u va s s= be three Lq-ROFNs, then their 

Hamacher operations are depicted as ( ), 0λ γ > : 

( )1 11 2 ,
u vT Ta a s s⊕ =                

( ) ( )( ) ( )( ) ( )
( )( ) ( )

1 2 1 2

1 2
1 2

2

1

q q q qq

q
u q qq

t u u u u
T t

t u u

γ

γ

+ − −
=

− −
 

                 
( ) ( ) ( ) ( ) ( )( )

1 2
1

2
1 2 1 21

v q q q qq q qq

tv vT
t v t v t v vγ γ

=
+ − + −

             (13) 

( )2 21 2 ,
u vT Ta a s s⊗ =               

( ) ( ) ( ) ( ) ( )( )
1 2

2
2

1 2 1 21
u q q q qq q qq

tu uT
t u t u t u uγ γ

=
+ − + −

  

( ) ( )( ) ( )( ) ( )
( )( ) ( )

1 2 1 2

2 2
1 2

2

1

q q q qq

q
v q qq

t v v v v
T t

t v v

γ

γ

+ − −
=

− −
                           (14) 

( )3 31 ,
u vT Ta s sλ =                   

( )( )( ) ( )( )
( )( )( ) ( ) ( )( )

1 1

3

1 1

1

1 1

q qq q

qu q qq q

t u t u
T t

t u t u

λ λ

λ λ

γ

γ γ

+ − − −
=

+ − + − −
  

      ( )

( )( )( ) ( )( )
1

3

1 11 1

q

v
q qqq

t v
T

t v v

λ

λ λ

γ

γ γ γ
=

+ − + −
                              (15) 

( )4 41 ,
u vT Ta s sλ =                   ( )

( )( )( ) ( )( )
1

4

1 11 1

q

u
q qqq

t u
T

t u u

λ

λ λ

γ

γ γ γ
=

+ − + −
  

            
( )( )( ) ( )( )

( )( )( ) ( ) ( )( )
1 1

4

1 1

1

1 1

q qq q

qv q qq q

t v t v
T t

t v t v

λ λ

λ λ

γ

γ γ

+ − − −
=

+ − + − −
                         (16) 

[ ]0 tχ∈
，
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5. The Lq-ROFHA and WLq-ROFHA Operator 

Based on the theoretical basis proposed in section4, this section combines the Hamacher average 
operator and weighted Hamacher average operator with Lq-ROFS to construct Lq-ROFHA operator 
and WLq-ROFHA operator.ot should be included after the section title number. 

5.1.  Lq-ROFHA Operator 

Definition9. Let ( ) [ ] ( )0, 1, 2, ,i ui vi ta s s i nχ= ∈ = 

， be a collection of Lq-ROFNs, then the Lq-ROFHA 
operator is defined as follows: 

( ) ( )1 2 1

1, , ,
n

n ii
Lq ROFHA a a a a

n=

 − = ⊕ 
 

                                     (17) 

According to Lq-ROF Hamacher operations, the following theorem from Definition9 can be 
obtained. 

Theorem1 Let ( ) [ ] ( )0, 1, 2, ,i ui vi ta s s i nχ= ∈ = 

，  be a collection of Lq-ROFNs, where 0γ > , then 
for any 0q > , the aggregated value by using the Lq-ROFHA operator is still a Lq-ROFN, and: 

 ( ) ( )1 2, , , = ,
ui vin H HLq ROFHA a a a s s− 

                                      (18) 

                                               
( )( )( ) ( )( )

( )( )( ) ( ) ( )( )

1 1

1 1
1 1

1 1

1

1 1

n n
q qq q q qn n

i i
i i

qui n n
q qq qn n

i i
i i

t t u t t u
H

t u t u

γ

γ γ

= =

= =

+ − − −
=

+ − + − −

∏ ∏

∏ ∏
  

                                                      
( )

( )( )( ) ( ) ( )

1

1
1 1

1 1

1 1

n
q n

i
i

vi
n n

q qq nq n
i i

i i

t v
H

t v v

γ

γ γ γ

=

= =

=

+ − + −

∏

∏ ∏
  

Proof1 (1) According to Equation (3) of Definition8, we can get the result: 

( )
( )( ) ( )

( )( ) ( ) ( )

1 1 1

1 11 1 1 1

1

1 1

1 ,i
q qn n qnq q q q t vii i

q q n qq q nt v vq q i in nq q
i i

t t u t t u

t u t u

a s s
n

γ

γ γ γ

γ

γ γ

 
 
 

 
       

              
 

   
   
   
   

   
   +   
   

+ − + −

+ − − −

+ − − −

 
 
 
 
 

=  
 
 
 
 
 

                  (19) 

(2) Then, for the results ( )
1

1n

ii
a

n=

 ⊕ 
 

,let 2n = ,according to Equation (1) of Definition8, we obtain 

the following result: 
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( ) ( )

( )( )( ) ( )( )
( )( )( ) ( ) ( )( )

( )

( )( ) ( )( )

( )( )( ) ( )( )
( )( )( ) ( ) ( )( )

( )

( )( )

1 1 1 1

1 1 2 2

1 1 1 1

21 1 2 2

1 1
1 2

1 11
11 11 1

1 2

1 1

1 1 1 1

1 1

, ,
q q q qq q q q q q q qn n n n

q q
q q q qq q q qn n n n

q qv vn n

q q q qqn nq t vt v v n

t t u t t u t t u t t u

t u t u t u t u

t t

a a
n n

s s s s
γ γ

γ γ γγ γ γ

γ γ

γ γ γ γ
   
       

+ − + −+ − + −

+ − − − + − − −

+ − + − − + − + − −

 ⊕ 
 
 
 
 

= ⊕ 
 
  
  ( )( )

( )( ) ( )

( )( ) ( ) ( )

( )

( )( ) ( ) ( )

1
1 2

2 11 12 2 22 2
1

1 1 11 1 2 2 12 2 22 2 2
1 11 1

1

1 11 1

,

q qv n

qq qq q q q i
i i i

i iq
q qqqq qq q i ii i i ii i

t vt t u t t u

t v vt u t u

s s
γγ

γ γ γγ γ

   
   
   

      +        

=
= =

= == =

+ − − −

+ − + −+ − − −

 
 
 
 
 
  
 

 
 
 
 
 =  
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(3) For the results ( )
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When +1n k= , then we can get: 
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The results show that the Theorem1is valid when +1n k= , so it is valid for any n . 
By adjusting the value of γ , Theorem1 leads to the following special cases: 
Remark1 When 1γ =  , the Lq-ROFHA operator reduces to the Lq-ROF average (Lq-ROFA) 

operator. 
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Remark2 When 2γ = , the Lq-ROFHA operator transforms into the Lq-ROF Einstein average (Lq-
ROFEA) operator. 
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We can also conclude that the Lq-ROFHA operator has the following properties 
Property1(Idempotency) Let ( ) [ ] ( )0, 1, 2, ,i ui vi ta s s i nχ= ∈ = 

，  be a collection of Lq-ROFNs, any 

Lq-ROFNs are equal, if ( ),i u va a s s= =  then 
                                                             (25) 

Property2(Commutativity) If '
ia is any permutation of ( )1, 2, ,ia i n=  ,the following relation can 

be obtained: 
( ) ( )' ' '

1 2 1 2, , , = , , ,n nLq ROFHA a a a Lq ROFHA a a a− −                                         (26) 

Proof Let ( )' 1, 2 ,ia i n= ， is any permutation of ( )1, 2, ,ia i n=  , according to Definition7, it can 
be obtained: 
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5.2. WLq-ROFHA Operator 

Definition10 Let ( ) [ ] ( )0, 1, 2, ,i ui vi ta s s i nχ= ∈ = 

，  be a collection of Lq-ROFNs, the weight vector 

is [ ]1 2, , , T
nω ω ω ω=   , where
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ia  ,satisfying [ ]0,1iω ∈  and
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According to Definition8, the following theorem can be obtained: 
Theorem2 Let ( ) [ ] ( )0, 1, 2, ,i ui vi ta s s i nχ= ∈ = 

，  be a collection of Lq-ROFNs, where 0γ > ,then 
for any 0q > , the aggregated value by using the WLq-ROFHA operator is still a WLq-ROFN, and: 
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6. An MCGDM Algorithm Using the WLq-ROFHA Operator 

6.1. The Description of the MCGDM Problem 

For a MCGDM problem, let { }1 2, , , mX x x x=   be a set of m alternatives, let { }1 2= , , , nC c c c  be a 

set of n criteria, let { }1 2= , , , lE e e e  be a set of l DMs. [ ]1 2= , , , nω ω ω ω  is the weight vector of the 

criterion jE ,with 0jω ≥ and
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6.2. The Descision Steps of Proposed Approach 

This paper uses WLQ-ROFHA operator to solve MCGDM problem. The steps of the WLq-ROFHA 
operator are as follows: 

Step1: Normalize the group decision matrix. 
According to the criterion type, the initial decision matrix kR  is standardized to obtain the 

standardized decision matrix ( )' ' ' '= = ,
m n

k k k k
ij uij vijm n

R r s s
××

      .    
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,     
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∈

( )1,2, , ; 1, 2, , ; 1, 2, ,i m j n k l= = =                        (31) 

Where
bN represents the set of benefit criteria, and

cN  represents the set of cost criteria. 
Step2: Compute the criteria weights. 
In this paper, SV method is used to determine criteria weights. SV was first proposed by Liu et al. 

[40], which was used to solve the decision problem of completely unknown attribute weight. Its 
advantage is that it can fully consider the fuzzy hesitation degree of DMs in evaluating each attribute. 
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DMs have a higher preference degree and hesitation degree for a certain attribute, which means that 
the attribute has a higher weight. By capturing as much uncertain information as possible to make 
relatively accurate decisions. 

(1) Construct the attribute preference information evaluation matrix = kj l n
M b

×
   , where l is the 

DMs set, n is the attribute set, and kjb is the preference information of DM k on attribute j . 

(2) Calculate the accuracy function ( )kjH b  according to Definition6, and substitute it into the 
following formula: 
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∑
                         (32) 

Where ( )kjH b  represents the mean value of the accuracy function of kjb . 

(3) Standardize the variance 2
jσ . 
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∑
                                                             (33) 

Where, jω  represents the weight of the j criterion, satisfying [ ]0,1jω ∈ and
1

1
n

j
j
ω

=

=∑ . 

Step3: Aggregate of all DMs information. 
The standardized decision matrices 'kR are aggregated by using the WLq-ROFHA operator to obtain 

their respective aggregation matrices '' ''
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Step4: Calculate the collective overall values. 
WLq-ROFHA operator is used to aggregate ''kR  to obtain comprehensive evaluation matrix

'' ''

1
= i m

R r
×

   . 

  ( ) ( )'' 1'' 2 '' '', , , = ,l
i i i i ui vir WLq ROFHA r r r s s= −                  (35) 

Step5: Calculate the score function and accuracy function.  
The score function ( )''

iS r and the accuracy function ( )''
iH r are calculated according to Definition6. 

Step6: Rank. 
Rank ( )''

iS r and ( )''
iH r  according to Definition7 to get the best alternative. 
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7. Conclusion 

The purpose of this study is to establish a new method for wind turbine selection. Firstly, the 
evaluation criteria system of wind turbine is constructed by comprehensively considering various 
indexes, and each sub-criterion is described in detail, so as to provide a reasonable and effective tool 
for DMs. In order to solve the complexity of decision environment and the correlation among criteria, 
this paper proposes a decision framework based on WLq-ROFHA operator. Specifically, this paper 
uses Lq-ROFS to express the evaluation information of experts, which is more in line with the 
language habits of experts and fully expresses the fuzziness of information. Two classes of Hamacher 
Operators are introduced for information aggregation. SV method was used to identify the attribute 
weight to consider the preference of DMs for each criterion. The method in this paper also shows 
some limitations, such as expert judgment has a great influence on the overall scheme, fuzzy numbers 
and linguistic variables should be used to evaluate the information to increase the accuracy of decision 
making, the evaluation criteria system is not complete. The author will further improve the proposed 
method in the future research, and implement the method to a variety of decision-making problems. 
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