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Abstract: This paper studies the sales strategy of target customers of electric vehicles, and 
establishes customer mining models for three brands of electric vehicles, so that the sales 
department can make scientific decisions and realize the rapid development of the enterprise. 
Firstly, we deal with the main characteristics of the three brands and group the predicted 
target customers according to different experience brands; Secondly, based on xgboost 
algorithm, we establish customer mining models for three brands with customer purchase 
intention as the objective function. The results show that the prediction accuracy of the model 
for the purchase behavior of three brand target customers reaches 96.83%, 97.21% and 95.00% 
respectively. 

1. Introduction 

With the sustained and rapid development of China's economy, people have a strong demand for 
cars. In order to improve automobile performance and meet people's needs, automobile enterprises 
continue to increase automobile R &amp; D investment and adjust marketing strategies. In order to 
understand the performance indicators and audience characteristics of the newly launched automobile 
brand, in order to formulate reasonable sales strategies, an automobile company invited 1964 target 
customers to experience and conduct research on three brand electric vehicles. Based on the basic 
situation of customers and the score data of electric vehicle experience satisfaction, this paper carries 
out data analysis and mining modeling, studies the internal factors of automobile sales, establishes 
the target customer mining model of different brands of electric vehicles combined with the research 
results, and evaluates the performance of the model, so as to help the company make scientific 
decision on sales plan. 

2. Model Establishment and Solution 

2.1 Data Preprocessing 

When establishing the customer mining model of independent brand and new power brand electric 
vehicles, keep the main variables and eliminate the other variables. In particular, among the extracted 
main variables, one variable is to further refine the customer's personal characteristics. We build a 
new classification standard to classify the characteristics. Specifically, we use Excel to assign 1 to the 
target customers who meet the married / cohabiting childless situation of marriage and family, and 
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the rest to 0. 
Due to the different brands of electric vehicles experienced by target customers, we need to group 

the predicted target customers in order to make a reasonable prediction for different vehicle sales. 
Now we use Excel to group and get the data files corresponding to three brands: predict1.csv, 
predict2.csv and predict3.csv. 

2.2 Establishment of customer mining model based on XGBoost algorithm 

In order to further improve the prediction effect of customer purchase intention, this paper adds a 
regular term function to the original gradient lifting decision tree algorithm based on XGBoost 
algorithm to avoid over fitting problem. At the same time, the second-order derivative technology is 
introduced to solve the optimization problem, and a customer mining model with the purchase 
intention of target customers as the output is established. 

Assuming that S can be used to describe the purchase intention of the target customer for a brand 
of electric vehicle, the purchase intention of customer i can be recorded as 𝑆𝑆𝑖𝑖 

For customers experiencing joint venture brand electric vehicles, the purchase intention can be 
expressed as: 

𝑆𝑆𝑖𝑖(1) = 𝐹𝐹(𝑋𝑋3,𝑋𝑋4,𝑋𝑋10_3,𝑋𝑋15,𝑋𝑋17,𝑋𝑋18)  
For customers who experience their own brand electric vehicles, their purchase intention can be 

expressed as: 
Si(2) = F(X1, X3, X14, X15, X17, X18)  

For customers experiencing new power brand electric vehicles, the purchase intention can be 
expressed as: 

𝑆𝑆𝑖𝑖(3) = 𝐹𝐹(𝑋𝑋2,𝑋𝑋3,𝑋𝑋9,𝑋𝑋17)  
The optimization function of target customers' purchase intention is: 

Si = � L(yi, yı� t)
q

i=1

+ �θ(gi)
t

i=i

= � L �yi, yı� t−1 + gt(xi)�
q

i=1

+ θ(gt) + constant  

Where L is the loss function, 𝛉𝛉(𝒈𝒈𝒕𝒕) is the regular term and 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 is a constant. 
The specific construction process of this function is as follows: 
Step 1: build a decision tree 
Let g(𝑥𝑥𝑖𝑖) be a decision tree (the number of leaf nodes is p), select the feature with the largest 

information gain, split the current node (recorded as o), and the left and right nodes after splitting are 
recorded as L and R respectively. The splitting gain can be expressed as: 

Gain = gO − gL − gR  
Step 2: integrated decision tree 
Based on the addition model, the single decision tree is superimposed layer by layer, and multiple 

weak classifiers are set into a strong classifier. The predicted value of the model at this time can be 
expressed as the addition model of N decision trees: 

yı� = � gn(xi)
N

n=1

 

In the t-th iteration, add the decision tree 𝑔𝑔𝑡𝑡  that minimizes the objective function, and the 
predicted value of the model is: 
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𝑦𝑦𝚤𝚤�𝑡𝑡 = �𝑔𝑔𝑛𝑛(𝑥𝑥𝑖𝑖)
𝑡𝑡

𝑛𝑛=1

= 𝑦𝑦𝚤𝚤�𝑡𝑡−1 + 𝑔𝑔𝑡𝑡(𝑥𝑥𝑖𝑖)  

The objective function is: 𝑆𝑆𝑖𝑖𝑡𝑡 = ∑ 𝐿𝐿(𝑦𝑦𝑖𝑖,𝑦𝑦𝚤𝚤�𝑡𝑡)
𝑞𝑞
𝑖𝑖=1  

Using the second-order expansion of Taylor formula, the objective function can be further reduced 
to: 𝑆𝑆𝑖𝑖𝑡𝑡 = ∑ [𝐿𝐿(𝑦𝑦𝑖𝑖,𝑦𝑦𝚤𝚤�𝑡𝑡)

𝑞𝑞
𝑖𝑖=1 + 𝑢𝑢𝑖𝑖𝑔𝑔𝑡𝑡(𝑥𝑥𝑖𝑖) + 1

2
𝑣𝑣𝑖𝑖𝑔𝑔𝑡𝑡2(𝑥𝑥𝑖𝑖)] 

Step 3: add regular term function 
In order to avoid the over fitting problem, this paper adds the regular term function on the basis of 

the original model: 

θ(𝑔𝑔𝑡𝑡) =  𝛾𝛾𝛾𝛾 +
1
2
𝜆𝜆�𝜔𝜔𝑖𝑖

2
𝑃𝑃

𝑖𝑖=1

 

Then, in the iteration of step t, the objective function can be transformed into: 

𝑆𝑆𝑖𝑖𝑡𝑡 = �𝐿𝐿(𝑦𝑦𝑖𝑖,𝑦𝑦𝚤𝚤�𝑡𝑡)
𝑞𝑞

𝑖𝑖=1

+ �θ(𝑔𝑔𝑖𝑖)
𝑡𝑡

𝑖𝑖=𝑖𝑖

= �𝐿𝐿(𝑦𝑦𝑖𝑖,𝑦𝑦𝚤𝚤�𝑡𝑡−1 + 𝑔𝑔𝑡𝑡(𝑥𝑥𝑖𝑖))
𝑞𝑞

𝑖𝑖=1

+ θ(𝑔𝑔𝑡𝑡) + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

Set a is defined as the set of training samples at the leaf node, which can be transformed into the 
sum of quadratic functions: 

𝑆𝑆𝑖𝑖𝑡𝑡 = ��𝑢𝑢𝑖𝑖𝜔𝜔𝑧𝑧(𝑥𝑥𝑖𝑖) +
1
2
𝑣𝑣𝑖𝑖𝜔𝜔𝑧𝑧(𝑥𝑥𝑖𝑖)

2� +  𝛾𝛾𝛾𝛾 +
1
2
𝛾𝛾�𝜔𝜔𝑖𝑖

2
𝑃𝑃

𝑖𝑖=1

𝑞𝑞

𝑗𝑗=1

 

        = �[(� 𝑢𝑢𝑖𝑖)
𝑖𝑖∈𝐴𝐴𝑗𝑗

𝜔𝜔𝑖𝑖 +
1
2
�� 𝑣𝑣𝑖𝑖 + 𝜆𝜆)

𝑖𝑖∈𝐴𝐴𝑗𝑗
𝜔𝜔𝑖𝑖

2� + 𝛾𝛾𝛾𝛾
𝑃𝑃

𝑖𝑖=1

 

Let 𝐺𝐺𝑗𝑗 = ∑ 𝑢𝑢𝑖𝑖𝑖𝑖∈𝐴𝐴𝑗𝑗 ,𝐻𝐻𝑗𝑗 = ∑ 𝑣𝑣𝑖𝑖𝑖𝑖∈𝐴𝐴𝑗𝑗 , then the above formula can be transformed into: 

𝑆𝑆𝑖𝑖𝑡𝑡 = �[𝐺𝐺𝑗𝑗𝜔𝜔𝑖𝑖 +
1
2

(𝜔𝜔𝑖𝑖 + 𝜆𝜆)𝜔𝜔𝑖𝑖
2] + 𝛾𝛾𝛾𝛾

𝑃𝑃

𝑖𝑖=1

 

According to ∂𝑆𝑆𝑖𝑖
𝑡𝑡

∂𝜔𝜔𝑖𝑖
= 0, we can get  

𝜔𝜔𝚤𝚤� = −
𝐺𝐺

𝐻𝐻𝑖𝑖 + 𝜆𝜆
 

By substituting 𝜔𝜔𝚤𝚤� into the objective function: 𝑆𝑆𝑖𝑖𝑡𝑡 = −1
2
∑ 𝐺𝐺𝑖𝑖2

𝐻𝐻𝑖𝑖+𝜆𝜆
𝑃𝑃
𝑖𝑖=1 + 𝛾𝛾𝛾𝛾 

Thus, the gain of each node splitting is: 

Gain =
1
2
�
𝐺𝐺𝐿𝐿2

𝐻𝐻𝐿𝐿 + 𝜆𝜆
+

𝐺𝐺𝑅𝑅2

𝐻𝐻𝑅𝑅 + 𝜆𝜆
−

(𝐺𝐺𝐿𝐿 + 𝐺𝐺𝑅𝑅)2

𝐻𝐻𝐿𝐿 + 𝐻𝐻𝑅𝑅 + 𝜆𝜆
� − 𝛾𝛾 

2.3 Model solution and analysis 

On the one hand, the prediction accuracy of the customer mining models corresponding to joint 
venture brands, independent brands and new power brands reached 96.83%, 97.21% and 95.00% 
respectively. 
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On the other hand, the number of negative samples in the sales data of electric vehicles of various 
brands is much larger than the number of positive samples, and there is a class imbalance. Severely 
unbalanced class distribution will reduce the applicability of some evaluation criteria, while ROC 
curve is not affected by class distribution and is suitable for evaluating unbalanced data sets. 
Therefore, we use ROC curve to reasonably evaluate the prediction performance of three brand 
customer mining models. 

The ROC curve of the customer mining model established for the sales of electric vehicles of joint 
venture brands, independent brands and new power brands is shown in Figure 1. 

 

Figure 1: ROC curves of three brand customer mining models 

3. Model Evaluation 

The three brand customer mining models we established are based on the improved gradient lifting 
tree algorithm, which has the advantages of flexible objective function and difficult over fitting, and 
the prediction effect of the model is good. However, the customer mining model based on the 
improved gradient lifting decision tree algorithm contains more parameters, the process of adjusting 
parameters is complex, and whether the parameters are adjusted properly affects the prediction 
performance of the model. 
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