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Abstract: In this paper, a combined ultra short term load forecasting model is proposed to 
solve the problem of less feature dimension and unclear relationship in ultra short term 
load forecasting for industrial power users. The model combines the cubature Kalman filter 
(CKF) prediction method which is better in nonlinear dynamic system and the least squares 
support vector machine (LS-SVM) prediction method which is better in small-scale data 
prediction. It combines the advantages of the two algorithms by using the combination of 
grey neural network, and avoids a single algorithm falling into local optimum. It combines 
horizontal prediction with vertical prediction Finally, the combination model is better than 
the single prediction. 

1. Introduction

Load forecasting is the premise of economic dispatch, real-time control, operation planning and
development planning of power system. It provides important data for the planning and operation of 
power system, and is also one of the symbols of modern management[1-4]. According to the length of 
forecasting time, load forecasting can be divided into ultra short term load forecasting, short-term 
load forecasting, medium-term load forecasting and long-term load forecasting. The ultra short term 
load forecasting mainly refers to the forecasting of the load value in the next 10 ~ 15 minutes, so as 
to realize the real-time control of the system. In the industrial field, the industrial load is different 
from other power loads, which is less affected by temperature, population, income, holidays and 
other aspects, but is mainly determined by the production plan of industrial power users. With the 
gradual introduction of competition mechanism into the power market, the accuracy of load 
forecasting will directly affect the power trading strategy of industrial users, and further affect the 
economic benefits of power users. Therefore, ultra short term load forecasting for industrial power 
users is of great significance. 

Particle swarm optimization algorithm and traditional method have become a common method. 
This method can improve the prediction accuracy by optimizing parameters. In literature [5], a 
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method of using chaos optimization particle swarm least squares support vector machine (LSSVM) 
is proposed. The method adopts the global search ability of particle swarm optimization and the 
traversal characteristics of chaos algorithm, and improves the parameter selection method to 
improve the selection of parameters And the local optimal situation of particle swarm optimization 
is easy to appear, but the problem of the method is not solved effectively in the global search, such 
as the selection of iteration times and the determination of initial value. In this paper, a limit 
learning machine prediction model is proposed to improve particle swarm optimization. The 
optimal input weight and hidden layer deviation are obtained by PSO algorithm, so as to reduce the 
random parameter error. In addition, chaos adaptive strategy is introduced to strengthen the 
diversity of PSO, and prevent the occurrence of local convergence too quickly. This model can 
reduce the random parameter error The method only improves the parameter selection without 
optimizing the algorithm structure itself. The single algorithm will still have local optimal situation 
for the load forecasting in complex situations. Kalman filter is usually used in navigation, and its 
strong real-time and adaptive ability can also play a great role in load forecasting. Therefore, in 
recent years, Kalman filter algorithm is more and more used in the field of load forecasting. The 
results of short-term load forecasting method based on the modified factor are better than the 
traditional Kalman filter algorithm, and the convergence speed and time are shorter. However, for 
the task of ultra short-term load forecasting, the first load model is a nonlinear model, and Kalman 
filter is more used in linear environment, so that the parameters above the second order term are 
discarded for the most The final prediction results have a great influence; secondly, Kalman filter 
has a certain lag, so in the short-term load forecasting, the load jump is very large, which will lead 
to a large error in the prediction results. Emre Akarslan [6-9] proposes a new short-term load 
forecasting method based on adaptive neural fuzzy inference system (ANFIS). This method is to 
use hourly load measurement to record the forecast model of future ANFIS. The model only needs 
to calculate the range of consumption parameters. In this range, the first derivative of load quantity, 
date and hour parameter can be input into ANFIS model, and then the following can be obtained 
This method needs a lot of historical data to analyze the load value for an hour. However, in the 
ultra short-term load, it is necessary to consider that a large amount of data can not be used as 
training data. If the production plan is not regular, it will lead to the interference of different 
production plans and increase the error. Aleksandr s. gritsay[10] proposes a short-term forecasting 
method of power load combining sine function and artificial neural network. The method is 
convenient and fast, and is suitable for load forecasting with less load jump. Sumit Kumar [11] 
proposed a load forecasting method based on the improved long and short-term memory network 
(LSTM) deep learning method based on the gate control cycle unit (Gru). The method uses LSTM 
and Gru to complete the load forecasting by adjusting the parameters, and finally the minimum 
average can be obtained The error parameters are set effectively by this method, and the calculation 
speed is fast, and the prediction results are good. 

In this paper, the least squares support vector machine prediction model and cubature Kalman 
filter prediction model are used to predict the industrial power load. In view of the problem that the 
accuracy of the two algorithms is not high, this paper proposes to use the gray neural network to 
combine the two algorithms, so that their advantages complement each other. The example results 
show that the combination algorithm can effectively improve the prediction accuracy. 

2. Prediction Model of Least Squares Support Vector Machine 

Least squares support vector machine (LSSVM) is one of the support vector machines. The 
model contains fewer parameters to be selected, so it does not need a lot of training data to adjust 
the parameters in the prediction. At the same time, it uses equality constraints instead of inequality 
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constraints to further reduce the uncertainty of the model. 

X1

X2

 
Fig.1 Classification Plane of Support Vector Machine 

Suppose the training data set 1 1 2 2{( , ), ( , ).....( , )}n nx y x y x y , which represents the input data, 
represents the output data, and represents the number of data. The basic idea of least squares 
support vector machine regression theory is to find a nonlinear function to complete the mapping 
from input data to output data, and then map the input data to a high-dimensional space in which to 
complete the linear regression of the estimated function. The flow chart of support vector machine 
algorithm is shown in Figure 1 

Kernel function is a non-linear mapping to project data into high-dimensional feature space. In 
this paper, RBF kernel function is used. Because the nonlinear equations are transformed into linear 
equations for solving, the calculation amount of LS-SVM will be far less than that of SVM, and the 
calculation speed will be improved to a certain extent, but the error in accuracy is slightly greater 
than that of SVM, and the data processing ability is weak. This paper selects other algorithms 
combined with LS-SVM to complete the prediction work. 

3. Prediction Model of Cubature Kalman Filter 

In this paper, the time series analysis method is used to establish the system state equation and 
measurement equation. 

3.1 Time Series Analysis Model 

Time series analysis models mainly include three models: Auto Regressive Model (AR), moving 
average model (MA) and auto regressive moving average model (ARMA). Among them, the 
autoregressive moving average model is widely used: 

1 1 1 1..... ....t t n t n t t m t mX X X a a aφ φ θ θ− − − −− − − = − − −                        (1) 

In a system, if its response at a certain time t is Xt, not only the response is related to its own 
value at the previous time, but also to the disturbance entering the system at the previous time, then 
the system is the autoregressive moving average model. 

Time series analysis model is divided into traditional time series analysis and modern time series 
analysis. The traditional time series analysis also includes box and Jenkins method and Wu 
Mingxian and Pandit method. The main difference between the two methods is that the former uses 
guessing method and the latter uses F-test method in model order determination; the former uses 
ML method and the latter uses nonlinear LS method in parameter estimation. The problem of the 
two methods lies in the large amount of calculation. In modern time series analysis, F-test is also 
used in model order determination, but linear recursive least squares (RLS) method is used in 
parameter estimation. The advantage of RLS method is that adaptive process is added in the 
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operation process, and the amount of calculation is small. 

3.2 Cubature Kalman Filter Model 

Cubature Kalman filters (CKF) is a nonlinear Gaussian filtering method based on the third-order 
integral principle. The equation of state and measurement equation can be set in the following 
forms: 

1 1( )
( )
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k k k
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− −= +
 = +                                        
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Where x is the state quantity, Z is the measurement, F and H are the nonlinear functions, W is the 
process noise, and V is the measurement noise. The steps of CKF algorithm are as follows: 
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5)The covariance matrix of state one-step prediction error is calculated | 1k kP −  
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(2)Measurement update 
1) Cholesky decomposition of | 1k kP −  
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2)Volume point estimation 
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3)Volume point propagation 
| 1 | 1( )l I

k k k kz h x− −=                                                 (9) 

4)Calculate the one-step predicted value of measurement 
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6)Calculate the filter gain at k time kK  
1

| 1 | 1( )zz zz
k k k k kK C P −
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7)State estimation at computing time |k kx
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8)K-time state estimation error covariance matrix |k kP  

| | 1 | 1( )zz T
k k k k k k k kP P K P K− −= −                                       (16) 

4. Grey Neural Network Model 

The grey problem refers to the problem of predicting the development and change of the 
behavior eigenvalues of the grey uncertain system. After the accumulation of the original sequence, 
a new sequence can be obtained. The sequence shows only the growth law, so a continuous function 
or differential equation can be used for data fitting. Then this process is the working process of the 
grey neural network. The structure of the grey upgrading network is shown in Figure 2 It is shown 
that. 
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Fig.2 Topological Structure of Grey Neural Network 

In the figure, 11 21 22 31, , , .....ω ω ω ω  represents the weights of neural network, 2 3( ), ( ),...... ( )ny t y t y t
represents the input parameters, LA, LB, LC, LD represents the four layer grey neural network, and 

1y represents the predicted value. 
Next, let's order: 
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Then the initial weights of the network can be expressed as: 
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The output node threshold of LD layer can be expressed as: 
1(1 )( (0))ate d yθ = − −  

The learning process of grey neural network includes five parts 
1) According to the characteristics of training data, the network structure and parameters a, B are 

initialized and μ is calculated; 
2) Calculate network weight 11 21 22 2 31 32 3, , ,.... , , ,...n nω ω ω ω ω ω ω ; 
3) Input parameters and calculate each layer of neural network; 
La layer: the calculation of parameter a can be expressed as 

11a tω=                                                               (17) 
LB layer: the calculation of parameter B can be expressed as 

1111
1( )

1 w tb f t
e

ω= =
+

                                                  (18) 

LC layer: the calculation of parameter C can be expressed as 
1 21 2 2 22 2, ( ) ,.... ( )n n nc b c y t b c y t bwω ω= = =                                (19) 

LD layer: the calculation of parameter D can be expressed as 
31 1 32 2 3 1... n n yd c c cω ω ω θ= + + + −                                        (20) 

4) The prediction error is calculated and the weight is adjusted according to the error; 
5) Judge whether the training is over, if not, return to the third step; 

5. Examples and Analysis 

The data source of this project comes from the load data collected by industrial users in a city 
with a frequency of 15 minutes a week, a total of 672 groups of data. The least squares support 
vector machine prediction model, cubature Kalman filter prediction model and combination 
prediction model will be used to predict the group of data respectively, and the prediction error 
results are compared, and the experimental conclusion is drawn. The average absolute error (m) is 
selected as the error index Ean absolute deviation, also known as mean absolute deviation, is the 
average of the absolute values of the deviations of all single observations from the arithmetic mean. 
The average absolute error can avoid the problem that the errors cancel each other, so it can 
accurately reflect the actual prediction error. It can be expressed as follows: 

1

1 ( ) 100%
n

i i

i i

x X
marerr

N X=

−
= ×∑                                     (21) 

Where ix represents the predicted value, , iX represents the actual value,and N represents the 
amount of data. 

Figure 3 shows the prediction results of least squares support vector machine. This paper uses the 
data of the first six days as the training data, and the data of the last day as the test data, and uses the 
test results and the actual results to calculate the average absolute error. The final error rate is 
14.46%. 
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Fig.3 Prediction Results of Least Squares Support Vector Machine Model 

As can be seen from Figure 3, according to the prediction results of LS-SVM model, the 
amplitude of fluctuation value is relatively large at some data acquisition points, and the prediction 
results of some data points that originally changed gently, such as the acquisition point near No. 20, 
have different degrees of jumping. 

According to the tailing of autocorrelation coefficient and the third-order censoring of partial 
autocorrelation coefficient, the model is ARMA (3,0) model. Then the least square regression is 
used to estimate the parameters 

( ) 0.1952* ( 1) 0.1462* ( 2) 0.0151* ( 3) 40.7831X k X k X k X k= − + − + − +   (22) 
The measurement equation is as follows: 

2( ) ( )Z k X k=                                                          (30) 
Figure 6 shows the prediction result of cubature Kalman filter. The prediction result of the last 

day is also compared with the actual load data and the average absolute error is calculated. The final 
error rate is 13.06%. 

 
Fig.4 Prediction Results of Cubature Kalman Filter Model 

It can be seen from Figure 4 that according to the prediction results of the cubature Kalman filter 
model, the fluctuation amplitude is small, and the deviation is large near the acquisition points with 
large jump ratio. Moreover, due to the adaptive characteristics of the Kalman filter, the prediction 

34



value will be affected by the first three points. If there are jumps in these points, the prediction 
accuracy will be affected. 

 
Fig.5 Prediction Results of Combined Model 

As can be seen from Figure 5, according to the prediction results of the combined prediction 
model, the change amplitude is between the least squares support vector machine prediction model 
and the cubature Kalman filter prediction model, the prediction results are better than the former 
two, and the existing problems are also improved to a certain extent. 

6. Conclusion 

In this paper, the combination algorithm of least squares support vector machine prediction 
algorithm and cubature Kalman filter prediction algorithm is realized to predict the ultra short term 
load data of industrial users, and the final prediction error is 11.31%. Compared with the two 
algorithms, the error results of load forecasting are 14.46% and 13.06%, which are improved to a 
certain extent. The problem that a single algorithm is easy to fall into local optimum is effectively 
improved. The two algorithms are combined by grey neural network to avoid the problems of 
complex calculation and low efficiency existing in traditional linear weighted sum method. The 
example shows that the combined forecasting model is suitable for ultra short term prediction of 
industrial users. However, there is still room for improvement in the model. The combined model is 
not sensitive to load data jumping points, so the identification and prediction of jumping points 
need to be further improved. 
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