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Abstract: Data reduction is used to obtain the reduced representation of the data set, which 
is smaller than the original data, but still maintains the integrity of the original data 
approximately. Mining on the reduced data set will be more effective and produce the same 
or almost the same analysis results. A continuous multivariate coupled distribution 
estimation algorithm with arbitrary distribution is proposed. The distribution is estimated 
from samples by empirical distribution function, and new individuals are generated by 
sampling. Secondly, the idea of clustering is introduced into data reduction, and a time 
dimension reduction method based on clustering is formed. The basic idea of this method is 
to cluster the time dimension of time series data. In order to verify the feasibility of the two 
new methods proposed in this paper, a set of simulation experiments are designed in this 
paper, and representative data are used for data reduction respectively. Experiments show 
that the two data reduction methods proposed in this paper can not only effectively reduce 
the amount of data and achieve the purpose of data reduction, but also improve the 
classification accuracy and have strong practicability. 

1. Introduction

Data reduction refers to simplifying the original data set while providing the same analysis
results. Its main purpose is to improve the efficiency of data processing, development and 
utilization, and at the same time improve the accuracy and simplify the description. Data reduction 
strategies include dimension reduction, quantity reduction and data compression [1]. At present, the 
research on the evaluation index of data reduction effect in the industry mainly focuses on two 
aspects: the data volume and the difference degree of information before and after data reduction. 
At present, the indicators for measuring the difference of information amount are mainly used in 
supervised machine learning models [2]. At the same time, the index calculation methods are 
mostly suitable for data sets with decision attributes and discrete conditional attributes, while it is 
difficult to calculate the continuous attributes. 

From a brand-new point of view, the empirical distribution function is used to establish 
probability model and sample, without making the assumption that random variables obey a specific 
distribution. After obtaining the empirical distribution function obeyed by the sample, the value 
range of each component of the sample is calculated by using the inverse transformation method, 
which is regarded as the constraint of multivariate correlation [3-4]. Then a sample can be obtained 
by sampling under this constraint, and the next generation population can be obtained by repeating 
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this process. 

2. Types of Data Reduction 

2.1 Feature Reduction 

Feature reduction refers to finding attributes related to mining tasks from data sets containing 
hundreds of attributes, thus improving the quality of mining patterns and reducing the time and 
space cost of mining. 

At present, the method of attribute subset selection is changing with each passing day, but it is 
based on the evaluation criteria of a subset to measure whether the attribute subset is the most 
representative and can best represent all attribute sets to divide samples, thus achieving the best 
classification effect [5]. Commonly used evaluation criteria are usually expressed in the form of 
functions, which mainly include evaluation functions based on information entropy, distance, 
relevance, consistency and classification error rate. 

2.2 Sample Reduction 

Is to select a representative subset of samples from the data set as a new sample. When selecting 
the subset size, it is necessary to consider the calculation cost, storage requirements, accuracy of 
estimators and other factors related to algorithm and data characteristics. 

Sample reduction is actually the most complex task in data reduction, because as data mining 
workers, they often do not participate in the actual data collection process. The so-called mining 
task can be regarded as secondary data analysis, and the mining process has no connection with the 
optimal method of collecting data and selecting the sample set of initial data [6]. Usually, larger 
sample size increases the probability of representativeness of samples. Using smaller samples may 
lose patterns or detect wrong patterns. However, large samples usually offset many benefits brought 
by sampling. 

2.3 Time Dimension Reduction 

It adopts the feature discretization technology, which can reduce the number of discrete values of 
known features and make them become a few intervals, and each interval is mapped to a discrete 
symbol. Its advantages are simplified data description and easy understanding of data and final 
mining results. 

Time dimension reduction is to use an alternative and smaller data representation to reduce the 
amount of data. The parameter method uses a model to estimate data, and only needs to store 
parameters (or outliers) instead of actual data. 

3. Statistical Method of Data Reduction Based on Empirical Distribution 

3.1 Empirical Distribution Function Sampling 

Given a random independent sample lXXX ,,, 21  , its empirical distribution function is: 
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The θ  step function is defined as: 
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Empirical distribution function ( )XFl  is the approximation of actual distribution function ( )XF , 

i.e. when ( ) ( )XFXFl l =∞→ , . 
The main idea of the distribution estimation algorithm is to generate the individuals of the next 

generation population that obey their probability distribution according to the preferred individuals 
of the previous generation population [7]. Empirical distribution function can represent the 
probability distribution that a population prefers to obey. If the next generation population can be 
generated by sampling from this empirical distribution function, it is feasible to use it as the 
probability model and sampling process of distribution estimation algorithm. 

Empirical distribution function can be easily obtained from samples. However, the empirical 
distribution function is obtained by superposition of several step functions, so the inverse 
transformation cannot be carried out, so the inverse transformation method cannot be directly used 
for sampling, but the idea of inverse transformation method can be considered for approximate 
sampling. 

The empirical distribution function constructed from sample lXXX ,,, 21  cannot obtain a 
definite sample 'X  by random uniform sampling and then inverse transformation of the distribution 
function, but the formula (1) is simply transformed into the following formula: 
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iX represents the individual vector in the population preference set, and [ ]selRatepopSizei ×∈ ,1 , 

each individual has n  components, and n  is a positive integer. popSize  is the population size, and 
selRate  is the selection probability. 

Sampling is performed by inverse transformation method, ( )1,0~ Uu  is randomly selected, and 
the left end of the equal sign in formula (3) becomes lu . According to the characteristics of formula 
(2), the value of this step function can only take 0,1. 

3.2 Statistical Distribution Characteristic Difference Degree 

The difference of data distribution characteristics mainly refers to the difference of distribution 
types, and the difference of distribution positions can be reflected by the central trend 
characteristics. Therefore, the calculation of the difference of data distribution characteristics in this 

paper mainly focuses on the distribution types. The measurement value of the difference degree 1P  
is calculated by the following formula: 
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In formula (4), n  is the total number of variables in the reduced data set, and ( )iI  is the indicator 
function. When the distribution type of a variable (i.e. attribute) in the data set changes, the value is 
1, otherwise it is 0. 

Table 1 Shows the Candidate Distribution Types of Different Variable Types. 
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Table 1 Candidate Distribution Types of Different Variable Types 
Data type Variable type Candidate distribution type 
Structural data Discrete variable Binomial distribution and Poisson distribution 

Continuous variable Normal distribution and exponential distribution 
The measurement is calculated as follows: 
(1)For the current variable, the K-S test is repeated for all optional distribution types in the 

original data, and the closest distribution is selected as the distribution type of the variable. 
(2)K-S test is carried out on the same reduced variables. If the reduced data variables belong to 

the same type as the original data variables, the value of ( )iI  is 1; otherwise, it is 0. 

(3)When all the n  variables in Angelica sinensis data set are checked, the difference degree 1P  
of data distribution degree can be calculated. 

3.3 Discretization Method Based on Likelihood Ratio Hypothesis Test 

Average information can describe the statistical dependence between two variables, and can be 
used as an information measure of statistical dependence degree, which is expressed by probability 
as follows: 
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Type shows that if two random variables are independent, there are: 
( ) 0: =YXH (6) 

In the contingency table of category attributes and conditional attributes, if the average mutual 
information is used to measure the degree of dependence between adjacent intervals and category 
attributes, formula (5) can be converted into: 
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In which d  represents the category attribute and I  represents the initial interval. By setting 
formula (7) to 0, it can be judged that the category attribute is independent of the initial interval. 
However, it should be noted that completely independent cases are rare in reality, so it is necessary 
to use hypothesis testing to determine to what extent the average mutual information is small, so 
that two adjacent intervals and category attributes can be considered to be independent. 

The original hypothesis of likelihood ratio hypothesis test is 0H : two adjacent intervals are 
independent. Structural statistics: 
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It asymptotically obeys 
2χ  distribution with ( )( )11 −− lm  degrees of freedom. 

2
αT  is the critical 

value of 
2χ  distribution at significance level α . When 

22
αTT <  is used, the original hypothesis is 

accepted, indicating that the probability distributions of two adjacent intervals and category 
attributes are independent, so the two intervals can be merged. 

4. Application of Statistical Method of Data Reduction 

4.1 Time Dimension Reduction Method Based on Clustering 
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Cluster analysis is an important technology and one of the main tasks of data mining. It is widely 
used, and many fields will involve the application and research of cluster analysis methods. For 
example, in the commercial field, clustering can help market analysts distinguish different 
consumer groups from the consumer database, sum up the consumption patterns of each type of 
consumer, discover different types of customer groups, classify and depict the characteristics of 
customer groups according to their purchasing habits, so that enterprises can better serve customers 
and improve economic benefits [8]. 

In this paper, the information entropy method is applied to the information measurement of time 
series sampling points, which is used to measure the amount of information available at each time 
point. Every time series is composed of many time sampling points. In a time series composed of 
many samples, if they are sampled at the same time point, then each time sampling point can also be 
regarded as a series, which is composed of the values of different samples at the time sampling 
point. We call it a time point series. The relationship between the information entropy value of time 
point series and sampling points is shown in Figure 1: 

 
Fig.1 The Relationship between Entropy and Sampling Points 

The core idea of time dimension reduction of adaptive clustering based on information entropy is: 
transpose the time series, so that each row represents time sampling points and each column 
represents samples. Calculate the entropy value of the time sampling point series, select the time 
point with lower entropy value as the clustering center, then cluster, and use the clustering center 
finally generated by clustering as the value on the new sampling point, thus achieving the purpose 
of data reduction. 

Let the sample of time series data be NiX i ,,2,1, = . For each sample
{ } MjSSSX ji ,,2,1,,,,, 21  == is the sampling point of the time series, that is, the time point. 

jS  is the sampling value of j time points in the time series iX . That is, the whole time series is 
equivalent to a matrix set with N  rows and M  columns. 

Input: time series X  of single attribute; Number of clusters K . 
Output: reduced time series Y . 
Algorithm description: 

Transpose the data set matrix, which is a matrix set of M  rows and N columns, 
{ }M

M
i
j SSSSSUM ,,,,, 2

2
1
1 = . at this time, each row table is every time point, and each column 

represents every time sample. 
Calculate the information entropy of each line, and sort according to the entropy value from 

small to large. 
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The first K time point sequences with information entropy values are regarded as the initial 

center kC  of clustering. 

For each time point sequence { }N
jjjj SSST ,,, 21

= , find the center point nearest to it by the 
following formula. 

{ } ( ) KkXcdk ikkk ,,2,1,,minarg ,,1 



== ∉ (9) 
The mean value of data points in each cluster is calculated, and the mean value vector becomes 

the new center of the cluster. 
Repeat the above two steps until no or few time point sequences are assigned to different clusters. 

The time complexity of the algorithm is ( )MKtMO + , where M  is the time dimension in the 
data set, that is, the number of sampling points in the time series, K  is the number of expected 
clusters, and t  is the number of iterations. 

4.2 Experimental Analysis 

To verify the clustering time dimension reduction method proposed in this paper, Mallat data is 
used in this experiment. Among them, Mallat data contains 2401 records, each record has 1024 time 
sampling points, and its classification task is to judge the degree of process measurement (according 
to the degree, it is divided into 8 grades, which are represented by numbers of 1 ~ 8 respectively). 

Mallat data are reduced by the basic TDRBC (time dimensional reduction based on cluster) 
method and the adaptive TDRBC method respectively, and then classified. the accuracy and root 
mean square error obtained by experiments are shown in fig. 2, where the values in brackets in the 
table are root mean square error. 

 
Fig.2 Comparison of Classification Accuracy of Mallat Data 

In addition to the classification methods listed in figure 2, the data reduced by using the adaptive 
TDRBC method is also suitable for other classification methods. each group of data can find a 
classification method with a classification accuracy of over 95%, and the best result can be as high 
as 97.88%. the reason why this experiment adopts a classification method different from the 
previous one is mainly to show that these two methods are extensive in the selection of 
classification algorithms. 

5. Conclusion 
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Data reduction is the premise of successful and efficient completion of data mining technology, 
and plays a key role in the process of data mining. Aiming at the deficiency that most juice 
estimation algorithms in continuous domain use Gaussian probability model, this paper proposes a 
juice estimation algorithm in continuous domain with multivariate correlation without false specific 
distribution. According to the characteristics of time series and the challenges of classified data 
mining, this paper introduces the idea of clustering into data reduction, and forms a time dimension 
reduction method based on clustering. Finally, the paper proves by experiments that these two 
reduction methods can not only reduce the dimension of time sampling points, but also improve the 
classification accuracy. 
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