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Abstract: Housing price is influenced by multiple factors. The existing housing price 
forecasting model usually belongs to the so called single predictor model, whose prediction 
accuracy is not ideal and the over-fitting phenomenon often happens due to the data noise. 
To resolve these issues, this paper proposes an ensembe lerning-based housing price 
prediction model incorporating various predictors. To evaluate the effectiveness of the 
proposed model, extra trees, random forest, GBDT and XGB algorithms are selected for 
the benchmarks. The dataset used is the California housing price available over the web. 
The results demonstrate that the proposed method can improve the predicting accuracy and 
stability compared with other four single prediction models. 

1. Introduction 

Real estate is not only a key sector in the national economy, but also one of the people’s major 
concerns. Due to the housing demands, people's attention to the housing price continues to increase. 
Therefore, it is critical to provide accurate predictions of housing prices. Housing price is impacted 
by multiple factors ([2], [10]) including time and space, house ages, surrounding conditions, 
communities, transportation, etc. Existing prediction models are usually single predictor ones, i.e., a 
single forecasting model is applied to the prediction. The prediction accuracy of this model is not 
satisfactory when datasets are noisy [4]. Some simple ensemble models such as random forest 
would encounter over-fitting phenomenon when the data contain more noise. To address these 
issues, the paper proposes an ensemble learning ([1], [11]) based housing price prediction model. 
The model is built upon multiple single predictors (they will be called base predictors in the 
following discussions) including random forest (RF), extra trees (ET), GBDT, and XGB.  

Random forest [7], whose basic unit is a decision tree, is an ensemble algorithm/model 
employing multiple trees. It shows its superiority in many application areas. It is capable of 
handling high dimensional data without feature selection. It can get an unbiased estimation of the 
internal generation error during the forest generating process, and the generalization capability is 
good. Nevertheless, random forest may suffer overfitting in some classification or regression 
problems where noise occurs. 

Extra trees, also known as Extremely Randomized Trees, is the combination of decision trees. 

Big Geospatial Data and Data Science (2018) 1: 1-8 
Clausius Scientific Press, Canada

1



 

 

Similar to 
directly us
when data 
random for
and the qua

GBDT 
algorithm c
considered
regression 
does not ne
the problem

XGBoo
framework
Other than
XGBoost, 

Based o
stable resu
Hence, the
above men
proposed m

The sta
model. It f
base predi
Specificall
testing the
semble) mo

In the n
experiment

2. Ensemb

The foll
the propose

the random
e training s
are noisier

rest. Howev
ality of pred
(Gradient 

consists of m
d to have a

trees. Ther
eed to perfo
ms with hig
ost (XGBT)
k aiming at
n running 
 models ca

on the abov
ults if they a
e paper will 
ntioned four
model or me
cking meth
first partitio
ctor to con
ly, the first 
se base pre
odel is final

next section
ts. Then, th

ble learning

lowing pict
ed model, w

F

m forest, it 
samples to c
r or the dat
ver, due to 
diction resu
Boosting D
multiple de
a strong g
refore, mos
orm comple
gh-dimensio
) [6] is an
t providing 
on a singl
an be traibe
e discussion

are applied i
develop an

r predictors 
ethod may b
hod ([5], [9]
ons the data 
nduct the pr

part of the
dictors. At 
lly trained a

n it is going
e paper con

g based pre

ture (figure 
where the da

Figure 1. En

randomly 
construct ra
taset is larg
more rando

ults fluctuate
Decision Tr
cision trees
eneralizatio

st GBDTs a
x feature en

onal features
n open-sour

a "scalabl
le machine,
ed more effi
ns, the exist
individually

n ensemble l
to obtain be

be described
], [11]) of e
sets (see th

redictions b
 dataset is 
the end, tak

as the predic
 to present 

ncludes with

ediction mo

1) depicts 
ataset refers

nsemble train

selects par
andom trees
ge, this met
omly sampl
es greatly. 
ree) [8] is 
s whose con
on capabilit
are used for
ngineering a
s. 

urce softwar
le, portable 
, it also su
iciently and 
ting method

y. They are 
learning bas
etter predic
d briefly as 
ensemble le
he details in
based on th
used for tra
king the tes
ction model
a model, th

h remarks. 

odel 

the overall
s to the Cali

ning proces

rtial feature
s and modif
thodology p
led data, som

an iterativ
nclusions for
ty. The cor
r regression
and transfor

re library 
and distrib

upports the
better pred

ds/predictor
impacted n
sed on pred
tion outcom
follows. 
earning is a
n the follow
he extract fe
aining, and
sting results
l. 
he training 

l model trai
ifornia hous

ss of the pro

s to constru
fy the way o
performs be
me selectio

ve decision
rm the final
re of a GB
n prediction
rmation, it i

including t
buted gradi
e distribute
diction resul
rs cannot pr
egatively by

diction mode
mes. The pro

applied to c
wing section
eatures rela

the second
s as the inpu

process, an

ining and e
sing price da

oposed mod

uct a tree. 
of bagging.
etter than th
ons are not 

n tree algor
l answer, an
BDT is co
ns. Althoug
is not quite 

the gradien
ient boostin

ed framewo
lts can be ob
rovide satis
y the noise 
el by incorp
ocedure of c

construct th
ns), and then
ated to hous
d part is em
uts, the high

nd some com

ensembling 
ata. 

del 

Extra trees
 Therefore,
he standard
satisfactory

rithm. This
nd GBDT is
omposed of
gh a GDBT
suitable for

nt boosting
ng library".
orks. Using
btained. 
factory and
in datasets.

porating the
creating the

he proposed
n uses each
sing prices.

mployed for
h-level (en-

mputational

process for

 

s 
, 

d 
y 

s 
s 
f 

T 
r 

g 
. 

g 

d 
. 
e 
e 

d 
h 
. 
r 
-

l 

r 

2



 

 

2.1 Data p

This pap
the analysi
miss data c
paper analy
String form
would be t
NEAR BA
data types 
example, if
features as
selected fe
The sample

Each re
sample ma
features w
contribute 
fore, the pr
results. Par
A new sam
training an
PCA. 

2.2 Trainin

As men
created ba
XGB are b
base predic
dimensiona
into two p
process, th
models. Th

max_fea

processing 

per uses Ca
is of the ori
contents. Th
yzed the or
mat, it is no
transformed

AY, INLAND
into the o

f the house 
s 0, the deta
eatures are t
es of both o

ecord of the
atrix (20,000
here n is th
to the varia
rincipal com
rticularly, T

mple matrix 
nd testing pr

ng base pre

ntioned earl
ased on the 
base predicto
ctor, it appl
al reduction
arts, where

he model par
he paramete
atures: max

alifornia hou
iginal datase
he dataset n
riginal datas
ot a friendl

d to numeric
D, NEAR O
original data

is near bar
ails can be s
transformed

original and

e dataset co
0 x 15) X =
he number o
able, i.e., th
mponent an

The Karhune
or data col

rocedures th

edictors 

lier, the ens
stacking en

ors. In this 
lies the asso
n described
as 99.5% o
rameters are

ers to be set 
x features al

using price d
et, it contai
needs to be 
set and foun
y way for m
c data. The 

OCEAN.etc.
aset and ma
, the Ocean

seen from T
d to numeri
processed d

Table 1. 

Table 2. P

ontains 15 a
= [x1, x2, ..., 
of records o

he housing p
nalysis (PCA
en-Loeve Tr
lection L w

he paper wo

semble lear
nsemble lea
case, it is ne
ociated regr

d above as t
of it is for tr
e adjusted t
for the indi
lowed to us

data for trai
ins numeric
cleaned be
nd that the 
machine le
ocean_prox
. So the pap
arks the co

n_proximity
Table 1 and 
ic ones and
data are sho

Original da

Processed da

attributes, an
 xn]

T is con
or samples.
price, to be 
A) method i

Transform (K
will be gener
ould use the

rning based
arning meth
ecessary to 
ression mod
the input tr
raining and
to achieve th
ividual base
se in each pr

ining and ev
 and non-nu
fore being u
feature ‘oc
arning, so t

ximity data 
per adds five
orresponding
y_NEAR_BA
Table 2. Fin

d the missin
own in the f

ata sample 

ata sample 

nd the data
nstructed bas
. However, 
predicted a
is applied t
KLT) [12] is
rated after t
e dataset L a

d prediction 
hod ([5], [1
train these 

del and uses
aining data

d 0.5% of it
he more sat
e predictors
redictor; 

valuating th
umeric featu
used for tra

cean_proxim
the ocean_p
contain dat
e features d
g data as 1
AR is mark
nally, the no

ng data will
follows tabl

aset consists
sed on the n
some featu

and they eve
o reduce th
s applied to
the PCA pro
after the dim

model pro
11]), where
selected ba
s the new s
. As usual, 
t is for testi
isfactory re
are listed a

he model. A
tures and so
aining and t
mity’ is exp
proximity f
ta of five ty

depending on
1, the other
ked as 1, the
on-numeric
l be replace
les respectiv

 

 
s of 20,000
number of r

ures do not 
en act as no

he dimensio
o perform th
ocess. In th
mensional re

oposed in th
e ET, RF, G
ase predictor
sample data

the dataset
ing. During
esults of the
as follows: 

According to
ome records
testing. The
ressed with
feature data
ypes such as
n these five
rs as 0, for
e other four
 data of the

ed properly.
vely: 

 records. A
records and
necessarily

oise. There-
n for better

he PCA task
e following
eduction by

his paper is
GBDT, and
rs. For each

a L after the
t is divided
 the testing
underlying

o 
s 
e 
h 
a 
s 
e 
r 
r 
e 
. 

A 
d 
y 
-
r 
k. 
g 
y 

s 
d 
h 
e 
d 
g 
g 

3



 

 

n_estim
colsamp
max_dep
subsamp

G

X

After ha
predictions
real housin

mators: the n
ple_bytree: 
epth: the ma
ple: the rati

ET ma

RF ma

GBDT max

XGB max

aving tuned
s. The figur
ng prices for

number of tr
specifying 

ax depth of a
io of the inp

Tab

ax_features=

ax_features=

x_features=

x_features=

d the param
re 2 presents
r compariso

Figure 2. T

rees of each
the number
a node in on

put data to b

ble 3. Mode

=6 n_esti

=6 n_esti

=12 n_esti

=12 

n_esti

Co

_by

meters, the r
s the predic
ons. 

The results 

h predictor; 
r of columns
ne tree of a 
be sampled. 

el parameter

imators=100

imators=100

imators=500

imators=200

olsample 

ytree=0.8 

resultant m
ction results

obtained by

s per random
predictor 

rs after train

0  

0  

0 max_dep

0 

max_dep

odels/predic
of all four 

y four basic

m sample 

ning 

pth=8 sub

pth=8 sub

ctors can b
base predic

 predictors 

 

 

bsample=0.

bsample=0.

be used for 
ctors and the

.8 

.8 

conducting
e (sampled)

 

 

g 
) 

4



 

 

The following table (table 4) lists the loss function values measured by mean square errors, 
which can be applied to evaluate the performance of each predictor. 

Table 4. Mean square errors of four base models 

Predict model Mean Squared Error 

Extra Trees 44216.900081 

Random Forest 44625.093537 

Gradient Boosting 43764.930335 

XGB 43279.231065 

Based on the outcomes, it is not difficult to find out that both GBDT and XGB produce better 
prediction results than ET and RF do in terms of MSE (mean sqaure error). The next section will 
present more details on how to apply these four base predictors to construct an ensemble model. 
Further computational experiments and benchmarks are carried out to evaluate the effective-
ness/performance of the resulted ensemble model.  

2.3 Model ensemble and training  

In the previous section, four base predictors are trained and the corresponding forecasting mod-
els and results are obtained. These four base predictors will be employed to create the final ensem-
ble model. The entire training process for the ensemble model is performed in the following two 
stages:  
 Assuming that the given sample dataset L= {{xi, yi}, i = 1, 2, ..., n} contains n tuples (samples), 

where xi is the feature vector of the i-th sample after the dimensional reduction or PCA, yi is the 
i-th target or real value. Specifically, in this case, there are 20,000 samples with each having a 
certain number of features and yi is the true housing price associated with ith sample.  

In order to prevent the over-fitting situation from happening, the principle of cross-
validation is applied to construct the second-level dataset. As Stacking ensemble learning 
method is used to predict the house price data, the four basic predictors are needed to predict 
once to get the prediction result, then the result and a part of original dataset got before are 
merged as the second-level dataset using a well-perform predictor to predict again, so as to 
avoid some of the predictors’ decision, and ensemble the four predictors’ predicting result as the 
final predicting result. The original dataset L is randomly divided into k parts (they are called 
subsamples in the following discussion) L1, L2, ..., Lk. Furthermore, define Li and L^i= L – Li, for 
i = 1, 2, ..., k are defined to be the i-th cross-validation training and testing datasets respectively.  

Four base predictors will be trained separately using the training datasets and four resultant 
base predictors are obtained. The prediction result achieved by the j-th predictor on i-th sample 
in the testing dataset is denoted by Zij. Since the number of subsamples is k, thus, the training 
process repeats k times, whereas each subsample will be used for performing t predictions and 
obtaining the corresponding predicting results. These predictions together with the target values 
of the corresponding samples form the dataset used for the second-stage, namely, Lcv = {(Zi1, 
Zi2, ..., Zit , yi), i = 1, 2, ..., n}. Through this process, the training dataset of the ensemble training 
is a new dataset consisting of all prediction results and the corresponding target values (housing 
prices in this case). At the end, the final ensemble prediction model is obtained upon Lcv. 
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Table 5. MSE for all models 

Predict model Mean Squared Error 

Extra Trees 44216.900081 

Random Forest 44625.093537 

Gradient Boosting 43764.930335 

XGB 43279.231065 

Ensemble Model 41811.422310 

It is not difficult to recognize the prediction results obtained by the ensemble model with the 
lowest MSE, which is reduced by 6.7% on average. The computation results indicate that the 
ensemble model is able to provide the most accurate predictions in general.  

A base predictor would have its pros and cons, and it might not be able to work on all datasets 
with the universal superiority. By applying the ensemble techniques, the advantages of the 
underlying base predictors or models are strengthened while the shortcomings of these base models 
are avoided. The ensemble model demonstrates its effectiveness in dealing with datasets with noise 
and overfitting problems.   

3. Conclusion 

This paper presents a housing price prediction model built upon ET, RF, GBDT and XGB by 
applying the stacking ensemble learning methodology. The process of building an ensemble model 
includes extracting relevant features from California housing price data, performing the dimensional 
reduction, and training the model respectively. During the ensemble model construction, the 
individual prediction results are used as the inputs for training the ensemble predictor, which leads 
to the final prediction model. The advantage of this model is that it can improve the prediction 
accuracy and effectively avoid the overfitting when the dataset contains noise or too many features. 
At the same time, the ensemble model is able to produce more stable results. Although the proposed 
ensemble model functions cannot be claimed better than each base predictor consistently for all 
scenarios, the outcomes obtained by the ensemble model are very promising. It also encourages 
people to apply the similar technology to other machine learning problems in the future. 
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