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Abstract: By the research on calculating the dissimilarity metric among tuples with many 
different attributes based on clustering, this paper improves dissimilarity metric algorithm, 
which can more accurately reflect the differences between tuples. Besides, in terms of 
various attribute types ,the value of attribute is divided into multi-category. According to 
the multi-category, we come to the final dissimilarity metric result through analysis. The 
experimental results show that this algorithm is able to achieve highly accurate 
dissimilarity metric results. 

1. Introduction

Dissimilarity metric [1] is expressed in terms of a distance function and token values in [0.0,1.0],
but its dissimilarity metric result depends on various attributed types including interval-scaled [2], 
binary [2], nominal [2], ordinal ratio [2] and proportional-scaled attributes [3]. Therefore, this 
article proposes the method of calculating the dissimilarity on various attribute types.The work first 
divides the various attribute types into two big categories. One category’s attributes content only 0 
and 1 which is called the binary attribute category. The other category’s attributes content 
numerical values which are called the interval-scaled attribute category. The binary attribute 
category includes binary attributes and nominal attributes which can be regarded as the extension of 
binary attributes. For the binary attribute category, this article mainly analyzes symmetric binary 
attributes and asymmetric binary attributes. By the research on the confidence level [4], this article 
gets the proportion of the symmetric binary and the asymmetric binary. To symmetric binary 
attributes, this article uses symmetric binary dissimilarity [2] to calculate the dissimilarity.To 
asymmetric binary attributes, this article uses asymmetric binary dissimilarity [2] to calculate the 
dissimilarity. Finally, with the consideration of weights, we achieve the dissimilarity of the binary 
attribute category. Because ordinal ratio attributes and proportional-scaled attributes both can be 
transformed into interval-scaled attributes, the interval-scaled attribute category includes 
interval-scaled attributes, ordinal ratio attributes and proportional-scaled attributes. For the 
interval-scaled attribute category, this article first converts both ordinal ratio attributes and 
proportional-scaled attributes with data normalization [2]. Then attributes in the interval-scaled 
attribute category can all be regarded as interval-scaled attributes. Processing interval-scaled 
attributes with data normalization and adapt the normalization result to Euclidean distance formula 
[2] will result in transforming the data to fall within the range [0.0, 1.0] [2]. Finally, we achieve the
dissimilarity of the interval-scaled attribute category. With the dissimilarity result of both the binary
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attribute category and the interval-scaled attribute category, we finally get the result which can 
adapt to all kinds of attributes and also have a good performance on accuracy. Experimental results 
also show that the algorithm can achieve highly accurate dissimilarity metric results. 

2. Calculated the multi-category proportion 

Assume that the input data is a nm  dimensional matrix named X , m  represents the 
number of the tuples, n  represents the number of attributes. This paper constructs a nm  
dimensional matrix whose contents are 0 named 0Y  and a nm  dimensional matrix whose 

contents are 1 named 1Y .  
Definition 1 (similarity formula between X  and Y ) : 
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Similarity between X  and 1Y  is: 
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The proportion of the binary attribute category is: 
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The proportion of the interval-scaled attribute category is: 
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3. Calculated the dissimilarity of the binary variable category 

Table 1 Contingency Table for Binary Attributes[2] 

 Object jx  

Object ix   1 0 sum 
1 q r q+r 
0 s t s+t 
sum q+s r+t p 

 
If all binary attributes are considered as having the same weight, we have the 2 × 2 contingency 

table of Table 1, where q is the number of attributes that equal 1 for both objects ix  and jx , r is 

the number of attributes that equal 1 for object ix  but equal 0 for object jx , s is the number of 

attributes that equal 0 for object ix  but equal 1 for object jx , and t is the number of attributes that 

equal 0 for both objects ix  and jx  [2].  
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Definition 2 (symmetric binary dissimilarity between tuples ix  and jx )  
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Definition 3 (asymmetric binary dissimilarity between tuples ix  and jx ) 
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3.1 Confidence level.  

Definition 4 (confidence level represents the proportion of symmetric binary attributes) 
E represents the premise of the rule, H represents the conclusion of the rule. )(HP  represents 

the occurrence possibility of H. )|( EHP  represents the occurrence possibility of H with the 
premise that E already occurred. ),)(( EHHCF  represents the confidence level. The range of 

),)(( EHHCF  is [0.0,1.0].  
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3.2 The dissimilarity of binary variable category.  

Set variable α represents the confidence level of the symmetric binary. 

α = ),)(( EHHCF .                                                          (9) 

Considering the symmetric binary and the asymmetric binary, this paper uses the following 
improved formula: 
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k is already defined in (4). 

4. Calculated the dissimilarity of the interval-scaled attribute category 

4.1 Ordinal ratio attributes.  

Definition 5 (an ordinal ratio attribute normalization) The value of f for the i th object is ifx , 

and f  has fM  ordered states, representing the ranking. Replace each ifx  by its corresponding 

rank, },...,2,1{ fif Mr  .Since each ordinal attribute can have a different number of states, it is 

necessary to map the range of each attribute onto [0.0, 1.0] so that each attribute has equal weight. 
We perform such data normalization by replacing the rank ifr of the i th object in the f th 

attribute by [2] : 
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4.2 Proportional-scaled attributes.  

Definition 6 (a proportional-scaled attribute normalization) ifx  represents the i th object in the 

f th attribute, ifZ
 

represents the normalization result: 

)log( ifif xZ 
.                                                              (12) 

4.3 Interval-scaled attributes.  

Regard the normalization result from both ordinal ratio attributes and proportional-scaled 
attributes as interval-scaled attributes. Then use the same way to deal with them. The normalization 
steps are as follow [3] : 

Definition 7(average value) nfx
 

represents the value of attribute f  in object n , fm
 

represents the average value of attribute f  with total n  objects.  
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1
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If the attribute is an ordinal ratio attribute, nfx = ifZ , ifZ is already defined in (11), if the attribute 

is a proportional-scaled attribute, nfx  = ifZ , ifZ  is already defined in (12) . 

Definition 8(average absolute deviation) fS  represents average absolute deviation. 
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n
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Definition 9(final normalization result) ifZ  is the final normalization result we want. The value 

of ifZ  is mapped to [0.0, 1.0]. 

ifz  = 
f

fif

S

mx 
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Definition 10(Euclidean distance) ifX  represents the value of attribute f (1 f  p) in object 

i . 
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ifxif ZX 
, ifyif ZY 
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is already defined in (15)

 

4.4 The dissimilarity of the interval-scaled attribute category. 

According to (13) ~ (15). This paper establish the following equations. 
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According to (17),  the dissimilarity of the interval-scaled attribute category is : 
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xnZ ( pn 1 ) represents the value of attribute n (1 n  p) in the final normalization object 
x . 

k1  is already defined in (5). 

5. Calculated the dissimilarity metric 

Combine the dissimilarity of the binary variable category and the dissimilarity of the 
interval-scaled attribute category, then this paper achieve the dissimilarity metric: 
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6. Experimental results 

In order to verify the accurate dissimilarity metric results of the improved algorithm, this paper 
carried out experiments. The experiment uses user dataset in the web logs. We use the top 600 users 
and the top 600 web pages which are accessed frequently for analysis. 

There are 600 tuples and 600 columns in the user-page 600600 dimensional matrix(after 
deleting the data within missing value).The dataset contains 34216 non-zero value. The experiment 
establishes user’s dissimilarity matrix on the basis of user’s statistics information.Some of the data 
fragments are as follows: 
(1.0, 1.0), (0.0, 0.0), (0.0, 0.0), (1.0, 1.0), (0.0, 0.0), (0.0, 1.0), (1.0, 0.08), (0.0, 0.060606060606)··· 
(0.0,0.0),(1.0,1.0),(0.0,0.0),(1.0,1.0), (0.0, 0.0), (0.0, 0.0), (0.0855487257912, 0.0684150513112),··· 

(0.0, 0.0), (0.0, 0.0), (1.0, 1.0), (0.222222222222, 0.270228582622),(0.0, 0.0), (0.35，0.336),··· 

(1.0,1.0),(0.0,0.0),(0.222222222222,0.270228582622),(1.0,1.0),(0.2857142714,0.2742905780),···  
The experiment gets the confidence level by sampling. After the multiple sampling, the confident 

level of the symmetric binary in the binary attribute category is 0.47. k value is 0.56. The 
dissimilarity metric between users can be depended on the visited times to the web page and the the 
time staying at the web page.The following calculation is based on the visited times to the web page, 
then we get the dissimilarity between ix  and jx . 

)( 2,1 xxd = 0.56*0.47*
5015

26


 + 0.56*(1-0.47)* 

50

26
+ 

(1-0.56)* 222 )31954.023493.0(...0.35295-0.657210.08554-0.0  ）（）（  = 0.398 

26



 

Establish dissimilarity matrix: 
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),( ji xxd  can achieve highly accurate dissimilarity metric results.                                   

7. Summary 

In the study of dissimilarity metric, the cost-sensitive attribute [5] can result in inaccurate 
dissimilarity metric results.This paper presents the improved dissimilarity metric calculation 
algorithm and this algorithm can greatly improve the accuracy of dissimilarity metric results in 
clustering. 
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